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Abstract. Incremental SAT is about solving a sequence of related SAT
problems efficiently. It makes use of already learned information to avoid
repeating redundant work. Also preprocessing and inprocessing are con-
sidered to be crucial. Our calculus uses the most general redundancy
property and extends existing inprocessing rules to incremental SAT
solving. It allows to automatically reverse earlier simplification steps,
which are inconsistent with literals in new incrementally added clauses.
Our approach to incremental SAT solving not only simplifies the use of
inprocessing but also substantially improves solving time.

1 Introduction

Solving a sequence of related SAT problems incrementally [TI2I3/4] is crucial for
the efficiency of SAT based model checking [GI6/78], and important in many
domains [QTOITIT2). Utilizing the effort already spent on a SAT problem by
keeping learned information (such as variable scores and learned clauses) can sig-
nificantly speed-up solving similar problems. Equally important are formula sim-
plification techniques such as variable elimination, subsumption, self-subsuming
resolution, and equivalence reasoning [I3[T4IT516].

These simplifications are not only applied before the problem solving starts
(preprocessing), but also periodically during the actual search (inprocessing) [17].
In this paper we focus on how to efficiently combine simplification techniques
with incremental SAT solving.

Consider the SAT problem F° = (aVb)A(—aV—b). Both clauses are redundant
and can be eliminated by for instance variable or blocked clause elimination
[T4J16]. The resulting empty set of clauses is of course satisfiable and the SAT
solver could for example simply just assign false to both variable as a solution.
That is of course not a satisfying assignment of F°, but can be transformed into
one by solution reconstruction [I7/18], taking eliminated clauses into account.
As we will see later, this would set the truth value of either a or b to true.

Now consider the SAT problem F! = (aVb) A (—aV —b) A(—a) A (=b) which is
actually an extension of F° with the clauses (—a) and (—b). Simply adding them
to our simplified FO (i.e. to the empty set of clauses) would result in a formula
that again is satisfied by assigning false to each variable. However, using solution
reconstruction on that assignment leads to the same solution as before, one that
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satisfies (a V b), and thus would actually falsify (—a) or (—b). The solver would
incorrectly report that F! is satisfiable, and even return an invalid solution.
Thus naively using inprocessing in an incremental setting is not sound.

Obviously one can just give up on incrementality and simply solve F! from
scratch but with pre- and inprocessing. Another trivial approach is to use learned
information from solving F°, but then disable inprocessing. A compromise is to
disallow inprocessing partially by freezing [7] those variables that are not allowed
to be involved in simplifications (“Don’t Touch” variables in [§]). This is rather
error-prone and cumbersome for the user, and even often impossible [19].

Our approach benefits from most inprocessing techniques, without freezing
any variables. It identifies potential problems between an eliminated clause, such
as (aVb) in the example, and new clauses, such as (—a) and (—b). In such a case it
moves back the eliminated clause to the formula before adding the new clauses.
This greatly simplifies the way how incremental SAT solvers can be used.

The specialized approach in [I9] focuses on three preprocessing techniques
(variable elimination, subsumption and self-subsumption of [I4]). It applies a
preprocessing phase before each incremental SAT call. Instead of that, we adapt
and extend the framework of [I7] and present a generic calculus which allows to
combine a much broader set of pre- and inprocessing techniques with incremental
SAT solving. Actually, we use the most general redundancy property [20/21] that
covers not only all techniques in [19], but also provides optimized procedures
for equivalence literal reasoning [I3] and even blocked clause elimination [16].
However, we do not yet support techniques that remove models, such as blocked
clause addition [T7J22/23124] (neither does [19]).

Our approach is also more precise than [19] since it allows to distinguish sim-
plification steps applied on different phases of variables, i.e. we provide a literal-
and not just variable-based approach. On the practical side, beyond enabling a
wider range of pre- and inprocessing techniques, we present a simple algorithm,
which yields an efficient implementation as confirmed by our experiments. Using
dedicated techniques for inprocessing under assumptions, as [25] extends [19]
based on [26], is orthogonal to the approach presented in this paper.

After preliminaries we present our new rules for incremental SAT solving in
Sect. [3| which are proven correct in Sect. [} We discuss implementation details in
Sect. [f] followed by experimental results in Sect. [6] before we conclude in Sect. [7

2 Preliminaries

Satisfiability A literal is either a Boolean variable (v), or its negation (-w).
A clause is a disjunction of literals, and a formula in conjunctive normal form
(CNF) is a conjunction of clauses. If convenient, we consider a clause as a set
of literals and a formula as a set of clauses. A (partial) truth assignment 7 is
a consistent set of literals assigning truth values to variables as follows. In case
v € 7, then v is assigned true by 7 (denoted as 7(v) = T), while if —v € 7, then
v is assigned false (7(v) = L). A truth assignment satisfies a literal £ (denoted
as 7(¢) = T) if £ € 7 and it falsifies it (denoted as 7(¢) = L) if —¢ € 7, where



¢ =-wif { =v and =¢ = v if £ = —w. Neither satisfied nor falsified literals are
undefined. A clause is a tautology if it contains both a literal and the negation of
it. The application of a truth assignment 7 to an arbitrary formula F', denoted as
7(F) or F};, is defined as usual. When it is convenient, we will use sets of literals
directly as truth assignments. We further use 71 o 75 to denote the composition
of truth assignments 71 and 7 in the natural way, i.e., (11 o 72)(F) = 71 (72(F)).

The satisfiability problem (SAT) for a CNF asks whether there is a truth
assignment such that all clauses contain at least one satisfied literal. A truth as-
signment satisfying a formula is also called a model. Formulas F, Fs are logically
equivalent, denoted as F} = Fy, if they are satisfied by exactly the same truth
assignments, while they are satisfiability equivalent, denoted as Fy =gq¢ Fb, if
both of them are satisfiable or both of them are unsatisfiable.

Incremental SAT problems An incremental SAT problem F is a sequence
of clause sets (Ap,...,A4,). In phase i = 0,...,n the task is to determine the
satisfiability of F* = A,—g. ;As, the conjunction of all added clauses up to this
point. If F? is unsatisfiable, then F7 for all j > i is unsatisfiable as well, as
each iteration just augments the set of clauses. The focus of this paper is on the
case where F' is satisfiable. We rely on the common approach to always choose
the given assumptions, literals that are assumed to be true in a phase, as first
decisions during search and thus w.l.o.g. do not need to consider assumptions
in this paper explicitly. See Minisat [3] for implementation details or [27128] for
abstract solvers following that approach. However, the variables of assumptions
are not allowed to be eliminated or occur in witnesses (e.g., as blocking literal
in blocked clauses [16]), i.e., they have to be considered frozen [7J8] internally.

Ezample 1. Consider the incremental SAT problem F = ({(a V b)},{a,b}). Tt
consists of two SAT queries: F° = (aVb) and F! = FOANaAb= (aVb)AaAb.

Redundancy in SAT Inprocessing in SAT solving relies on the concept of
adding and removing redundant clauses. To simplify matters, in this paper we
use the most general redundancy notion [2002]. It covers most techniques used
in current SAT solvers including resolution asymmetric tautology (RAT), which
was used in the original work on inprocessing [I7]. As [2002I] points out, any
clause redundancy can produce a “witness”, e.g. a blocking literal in case of a
blocked clause, which allows polynomial solution reconstruction. The following
two essential definitions are adapted from [20021]:

Definition 1 (Witness Labelled Clause). A set of literals w and a clause C
such that w N C # 0 is called a witness labelled clause and written as (w : C).

A witness is a set of literals and can be interpreted as a partial truth assign-
ment. With this interpretation, the truth assignment o which falsifies a given
clause C but is undefined otherwise is also written as a = —C.

Definition 2 (Clause Redundancy). A witness labelled clause (w : C) is
redundant with respect to a formula F if w(C) =T and F|s |E Flo for a=-C.
This is also denoted as FNC =%, F
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As has been shown in [2002T], this is the most general notion of redundancy
and allows to simulate all other types of clause redundancy. The corresponding
proof (of Thm. 1 in [20§21]) allows to “fix” an assignment using the witness. We
formalize that part of the proof and extend it to partial truth assignments, which
allows to use partial truth assignments in the witness reconstruction process
satisfying only the simplified formula and is further useful to produce a partial
satisfying assignment after reconstruction (used for instance in [29]).

Proposition 1. Assume FFAC =%, F as above. Let T be a (partial) truth
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assignment with 7(F) =T and 7(C) # T. Then y(FAC) =T with y =T o w.

Proof. Clearly v(C) = w(C) = T. We need to show v(D) = T for all D € F.
Observe ao 7 = 7o @ with @ = =C since 7(C) # T and « and 7 are consistent.
Thus, T = 7(F) = (ao7)(F) = (toa)(F) = (toa)(F A-C) = 7(Fla)
since a(—C) = T. Using F|, E Fl. and because F|, remains satisfied for all
extensions of 7, we get T = (Bo7)(F|,) = (BoTow)(F) = (8ov)(F), where
B = =D is the truth assignment falsifying the clause D € F', which in particular
gives (Bov)(D) = T. Since (D) = L we obtain T = (o ~v)(D) =~v(D). O

Inprocessing Our goal is to adjust and extend the abstract framework of [I7]
such that incremental SAT solving with inprocessing can be handled. The deriva-
tion performed by an inprocessing SAT solver is modelled as a sequence of ab-
stract states. Each state consist of three components: a set of irredundant clauses
 that the solver aims to satisfy, a set of redundant clauses p that can be removed
without changing the satisfiability of the formula under consideration and an or-
dered sequence of witness labelled clauses o (that are actually just literal-clause
pairs in [I7]), to keep track of eliminated clauses.

To make the paper more self contained Fig. [1] lists the original rules of [I7],
together with the proposed RAT instantiation of side conditions @ and . Rule
STRENGTHEN strengthens the irredundant set of clauses, by moving a clause from
the redundant set into it, while rule FORGET allows to eliminate a redundant
clause from p. Rule LEARN introduces a new clause C' into the redundant set of
clauses in case C has RAT w.r.t. ¢ A p. Rule WEAKEN simplifies the irredundant
set by eliminating a clause C' from it if C' has RAT on a literal [ of C' w.r.t. .
The eliminated clause is moved to the end of the literal-clause pair sequence o.

Model Reconstruction One challenge of using inprocessing is to guarantee
that a satisfying assignment of the final formula can be transformed to a satis-
fying assignment of the original, non-processed formula. A sequence of witness

o ANC]o ANC]o ANC o
¢ [p] @ elpnC] ¢ lpAC] e NC[p]
plpnC]o ¢lplo eNCplo  @[pAClo-(1:C)
LEARN FORGET STRENGTHEN WEAKEN

where @ is “C has RAT w.r.t. ¢ A p” and E is “C has RAT on [ w.r.t. ¢”.

Fig. 1. Instantiated (with RAT) inprocessing rules as introduced in [I7]



labelled clauses o is used as part of the abstract state to keep track of clauses
eliminated by WEAKEN during inprocessing. The process of solution reconstruc-
tion described through pseudo code in [I7] can be formalized as follows:

Definition 3 (Reconstruction Function). Given a truth assignment T and
a sequence of witness labelled clauses o, the reconstruction function is defined as

R(r,e) =, R(r,o0-(w: D)) = {R(T7 o) ZfT(D).i
R((Tow),o)  otherwise.

The reconstruction function takes a (partial) truth assignment 7 and a sequence

of witness labelled clauses o as inputs. It traverses o in reverse order and sets

truth values of those literals in 7 to true that are witnesses of not yet satisfied

clauses in 0. We are now ready to formalize the central concept of this paper:

Definition 4 (Reconstruction Property). A sequence of witness labelled
clauses o satisfies the reconstruction property w.r.t. a formula F iff for all truth
assignments T satisfying F', the result of the reconstruction function R on T and
o s a satisfying assignment for F' A o. An abstract state ¢ [p] o satisfies the
reconstruction property iff o satisfies the reconstruction property w.r.t. .

For the expression F' A ¢ in this definition we interpret o as a set of its clauses.

3 Inprocessing Rules for Incremental Solving

Our first goal is to determine how information, such as learned clauses, can
be transferred from one incremental solving phase to the next, utilizing that
the sub-problem F**! is an extension of the previously solved sub-problem F*.
Thus, instead of solving F**! from scratch, previously learned facts are reused
to avoid repeated work. This is sound if the incremental approach gives the same
answer (satisfiable or unsatisfiable) as solving from scratch.

More formally, it is crucial that o}, A A1 =sa¢ F*' holds, where o} is
the set of irredundant clauses at the end of the evaluation of F*. We also need
to make sure that F**' |= pj , i.e. the redundant clause set at the end of the
evaluation of F* can be reused. Furthermore, we need to guarantee that a model
for Fi+1 can be resconstructed from any satisfying assignment of go“'ll

To establish notation and to emphasize what we would like to improve in
this paper, we briefly describe how inprocessing in a non-incremental solver (as
in e.g. [30] with cloning) would look like using only the original inprocessing
rules of [I7] (shown in Fig. . Each phase ¢ = 0,...,n of solving an incremental
problem F consists of a derivation of a formula @};i A p};i as a sequence of states

{ph [pé]oé,...,go};, [p};,]oi) where (for all j =1,...,k;)
(a
(b

) ® ‘ 0 @ Uo =€
) @5
(c) <p’+1 Pt pé = (), 06"’1 =e.

[p] 1] 0%y results in @} [ p}] o as application of a rule in Fig.



The initial state defined in (a) starts the derivation with FO as irredundant set
of clauses, with an empty ¢ and without any redundant clause. Then following
(b) the solver applies the rules of Fig. until it reaches a state ¢y [p}, | o}, in
which satisfiability of ¢} A pj, is determined. The new phase starts by adding a
set of clauses to the problem, as described by (c¢). Such a derivation only relies
on the original rules of [I7], so each phase has to restart with completely empty
p and ¢ and no information learned from solving F* can be reused to solve F**%

To capture inprocessing in an incremental solver we have to extend and
modify the calculus of [I7] (in Fig.[L). The initial state in (a) and the components
of abstract states remain the same as in [I7] (see Sect. [2]), except that o is more
general. In our new calculus it consists of witness labelled clauses instead of
literal-clause pairs, which allows to capture any redundancy property (not just
RAT). We will refer on that component of a state as reconstruction stack.

Next sections describe the derivations of ¢, [p}, ] o}, from ¢} [p}] 0!
for each 0 < j < k; in each phase ¢ = 0,...,n and show a sound way to start a
new phase i + 1 from state o}, [p}, ] o}, when adding A;1; to ¢}, .

3.1 Constrained Learning

The side condition | f | of rule LEARN in Fig. Hjallows to learn clauses that remove
models of the current formula. However, as the following example demonstrates,
this is not correct in the context of incremental solving.

Ezample 2. Consider the incremental SAT problem F = ({(a V b)}, {a, b}). First
in phase i = 0 the evaluation of F° starts from the initial state (a \V b) [(] e.
Now the clause (—a V —b) can be learned since it has the RAT property w.r.t.
(aVvb) (thisis | f|in Fig. . Then, rule STRENGTHEN can be applied on (—aV —b)
which yields state (a V b) A (ma V —b) [0] e, with a satisfiable set of irredundant
clauses. In the next phase i = 1 we add A; and target to solve the formula
F!' = (aVb) AaAb, which still is satisfiable. However, conjoining A; to the
irredundant clause set of the last state of the previous phase leads to the state
(aVb)A(—aV-b) AaAb[D]e with an unsatisfiable irredundant clause set.

Thus in our calculus the precondition of learning (LEARN™) is o Ap = C, i.e. we
allow to learn only implied clauses. Compared to [I7] our new rule LEARN™ is
weaker due to this stronger side condition. It still covers most learning techniques
in current SAT solvers, except forms of extended resolution such as blocked
clause addition [I7I22I2324]. Learned clauses can be forgotten (FORGET) or
moved to the irredundant formula (STRENGTHEN) as in [I7].

3.2 Stronger Weakenings

We decompose the original weakening rule (WEAKEN in Fig. |1)) of [I7] into two
rules: WEAKENT, as the name suggests, weakens the current formula by elimi-
nating a clause C from the irredundant set while pushing it to the reconstruction
stack. The DROP rule allows to weaken the current formula by eliminating an
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Fig. 2. New weakening and dropping rules

implied clause from the irredundant set. Removal of implied clauses from ¢ does
not introduce (nor remove) models and so it is not necessary to save these clauses
on the reconstruction stack. In our implementation the DROP rule is also used
for more advanced equivalence-literal reasoning techniques [I3I31132]. Further,
in current implementations weakening is always immediately followed by a forget
step (simulating WEAKENT).

3.3 Incremental Clause Addition

The main feature of incremental SAT solving is the possibility to extend the pre-
viously solved formula with a set of new clauses. In non-incremental SAT solving,
clauses determined to be redundant, always remain redundant. In incremental
SAT solving arbitrary clauses can be added and thus previous simplifications
might need to be reconsidered and potentially reversed.

Ezample 3. Consider the incremental SAT problem F = ({F°} {(-aVb)}),
where FO = (a Vb) A (maV —b) A (aV —b) and F! = F° A (-a Vv b). Phase
i = 0 starts from the state (a VvV b) A (maV =b) A (aV —b) [@] €. Resolving the
first clause on a always produces tautological resolvents (i.e. it is blocked [16]).
Thus WEAKENT can be applied with witness a. Afterwards no other irredundant
clause contains literal b and so both remaining irredundant clauses are blocked
on —b. Thus they can be eliminated by WEAKENT too, which results in state
O[0] (a:(aVvb)) (=b:(maV=b))-(=b: (aV b)), without irredundant clauses
left, and the solver concludes F° to be satisfiable. Adding the new clause (—a\Vb)
to incrementally solve F! yields a state with a satisfiable set of irredundant
clauses. But F! is actually unsatisfiable, so just adding (—a V b) is not sound.

There are different ways to avoid unsoundness. An obvious way is to simply
disallow simplifications over variables (or actually literals in our calculus) that
might occur in later phases. In essence, this is the solution implemented through
freezing in current SAT solvers [7], which ensures that the reconstruction stack
does not contain frozen variables as witnesses. These frozen variables are then
the only variables of the current formula that are allowed to reoccur in new
clauses. We capture this property as follows.

Definition 5 (Clean Clause). A clause C is clean w.r.t. a sequence of witness
labelled clauses o iff for all (w: D) € o we have that ~C Nw = (.

Ezample 4. The clause (aV b) is not clean w.r.t. (=b: (maV —b))-(=b: (aV —b))
because —(a V b) N (=b) # @. On the other hand, (—a V —b) is clean w.r.t. the
witness labelled clause sequence (=b: (a V b)) since —=(—a V —=b) N (=b) = 0.
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Fig. 3. New rule to capture clause set augmentation

With this definition the freezing approach guarantees that every added clause is
clean w.r.t. the reconstruction stack. Building on that observation, we can now
introduce clause addition (ADDCLAUSES in Fig. [3)), where the side condition
requires that each new clause in A is clean w.r.t. the reconstruction stack o. If
the added clauses are clean w.r.t. the reconstruction stack, then every assignment
satisfying them will remain satisfying after applying the reconstruction function:

Lemma 1. If a clause C is clean w.r.t. a sequence of witness labelled clauses o,
then for all truth assignments T with 7(C) = T we have that R(r,0)(C) =T.

Proof. By induction on the length of o. The base case 0 = ¢ is trivial. Now
consider ¢ - (w: D) and 7/ =7 if 7(D) =T, 7/ = 7 ow otherwise. If 7(D) = T,
then 7/(C') = 7(C) = T. For 7(D) # T there is £ € C with 7(¢) = T. As C is
clean w.r.t. (w: D), i.e., “"CNw = ), we have =£ ¢ w and so 7' (¢) = (Tow)(¥) =
7(¢) = T. This also holds if £ € w, since then w(¢) = T. Now it follows by
induction applied to 7" and o: T = R(7/,0)(C) = R(7,0 - (w : D))(C). O

Thus, as long as all our clause elimination steps are based on witnesses that
never occur in new clauses, we can add clauses without any problem in new
incremental calls. However, this approach requires to know in advance in every
phase i every literal of every A; with j > 4. Beyond that, it allows less clauses
to be eliminated. Fortunately we can do better.

Instead of prohibiting simplifications, we allow arbitrary inprocessing as in a
non-incremental SAT solver, but later reverse simplifications inconsistent with
new clauses. It would be easy to just reverse all simplifications by reintroducing
all eliminated clauses, but this is costly (as our experiments show). Therefore,
it would be desirable to reverse a minimal subset of simplifications, but such a
minimal set is in general difficult to identify.

As compromise we try to cheaply identify a sufficient subset of problematic
simplifications as follows. If a new clause is not clean w.r.t. the reconstruction
stack, we reverse those simplifications which have a negated literal of the new
clause in the witness. Reversing all these problematic steps yields a clean recon-
struction stack for all new clauses that in turn allows to apply rule ADDCLAUSES.

3.4 Reversing Weakening

The side condition of rule ADDCLAUSES identifies which simplifications need
to be reversed in order to add a set of new clauses to the formula. What is
missing is a rule to actually reverse these steps. The challenge with reversing
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Fig. 4. New rule to reverse a weakening step

clause eliminations is that many simplification steps are dependent on each other,
e.g., in FO of Ex. [3| the last two clauses became blocked only after the first
simplification step. Therefore one can not just arbitrarily reverse simplifications:

Ezample 5. Consider again the inprocessing of F° in Example [3| with the final
state @ [0] (a: (aVDb))-(=b:(—aV b)) (=b: (aV-b)). Assume we reverse the
first simplification step, i.e. we move (aV b) from the reconstruction stack to the
irredundant clauses. The truth assignment 7 = {—a, b} would satisfy the irredun-
dant clauses of the resulting state (aVb) [0] (=b: (—aV —=b)) - (=b: (aV —b)).
The reconstruction function on that assignment and the current stack would be
R(7, (=b: (maV=b))-(=b: (aVv-d))). Since T(aV-b) # T, it first updates T with
the witness of that clause and becomes 7’ = (1 0{=b}) = {—a, —b}. Then, 7’ sat-
isfies the next clause of the stack and so R(7/, (—b: (maV —b))) = R(7',e) = 7'.
However, 7/(a V b) = L. Thus, reversing only the first simplification step led to
a state where we failed to reconstruct a solution for F°.

Our main contribution is the rule RESTORE in Fig. [f] which provides a sound
way to reintroduce selected clauses from the stack back to the formula using the
concept of clean clauses of Def. [5| as precondition.

Example 6. Consider again formula F° of Example [3l Example [4] shows that
the first clause of the stack is not clean w.r.t. its suffix ((a V b) w.r.t. (=b :
(ma VvV =b)) - (b : (a VvV —b))), but the second and third clauses are both clean
((ma Vv =b) w.rt. (2b : (aV —b)) and (a V —b) w.r.t. €). Restoring the second
clause leads to the state (—a V —b) [0] (a: (a VD)) (=b: (aV -b)). A satisfying
assignment of (—aV—b) is 7 = {—a, —b}. The reconstruction function on 7 and the
current stack would be then R(7, (a : (aVd))-(—b: (aV-b))) = R(r, (a: (aVbh))),
since 7(a V =b) = T. Because 7(a V b) # T, 7 needs to be updated with the
witness a, 7 = 70 {a} = {a,—b}. Then R(7,(a: (aVb))) = R(7',e) = 7'. The
resulting assignment 7/ satisfies not just the irredundant formula but each clause
of the stack as well. Similarly, starting from any other satisfying assignment of
(—a Vv —b), the result of the reconstruction function satisfies all clauses.

3.5 Incremental Inprocessing Rules

The final and complete version of our calculus is shown in Fig. o} To keep the
notation simple the precise indexing of the states were so far omitted. Following
the convention introduced at the beginning of this section, each single-line rule
allows to derive a state % | [p ] 0%, from astate ¢} [p}] o, with 0 <7 <n
and 0 < j < k;, while our double-line rule ADDCLAUSES transits from a state

#, [P, ] o, to state o5 [p5T ] op™
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Fig. 5. Incremental inprocessing rules
4 Formal Correctness

First we show that learned clauses are still valid in the next phase, and then prove
that solutions can be reconstructed in each satisfiable state. In these proofs the
set of irredundant clauses are always considered in combination together with
the clauses on the reconstruction stack, i.e., ¢4 Ao’. An important finding of our
paper is that these combined formulas always imply the redundant clauses.

Proposition 2. In any derivation in our calculus starting from the initial state
the property <p; A aj— = p§ holds for each phase i =0...n and j with 0 < j < k;.

Proof. In the initial state o) A o) | pY trivially holds because pJ is empty.
Assume that npg A a; E pg holds (for any 7 and j s.t. 0 <i <nand 0 < j < k;).
We show that any transition maintains the property. In case rule FORGET or
STRENGTHEN is applied, p, is weaker than p%. Ip case of FORGET, ¢} | = @;
and o}, = I, while in case of STRENGTHEN ¢’ is even stronger than ¢j,
and thus ¢} 4 A oj i | pjyq trivially follows in both cases. Rules VVEAKEN+
and RESTORE only move a clause between ¢} and o} and so ¢} A o} remains
unchanged. Due to , in case of DROP, goé- = g0§ 41, and so it also trivially
maintains the property. When LEARN™ transits from state j to j + 1, we get
from the inductive assumption that cp§» A O’;» = cpj» A pé and due to , we know
that gog- A pz- E C, and so ap§- A 0‘; = p;» ANC = p§+1. When starting a new phase
(i.e. moving from i to ¢ + 1 where 0 < i < n and j is k;) only new clauses are
added to ¢, by ADDCLAUSES, and so ot Aot = pitt clearly holds. O

With this proposition we can now prove that the combined formulas remain
logically equivalent during a derivation, unless new clauses are added.

Proposition 3. In any derivation starting from the initial state, the property
ga; /\0;» = <p§»+1 /\cr;'-+1 holds for phase i =0...n and each j with 0 < j < k;.

Proof. Only the rules STRENGTHEN and DROP change the combined formula.
However, STRENGTHEN strengthens with an implied clause (due to Prop. [2)),
while DROP guarantees logical equivalence due to its side condition. ad



From that follows that at any point of a derivation within one phase the
combined formula is logically equivalent to the incremental sub-problem:

Corollary 1. F' = g4 Aoy = pi Ao} = --- = ¢, Ao},
Proof. F° = gjAe = --- = ¢} Aojp . By an inductive argument and Prop.
FH = FINA 1 = @) Ao AN =g Aogtt = -0 = gl Aot O

Moreover, an important practical consequence of Cor. [I] and Prop. [2]is that
it is sound to keep the learned clauses of the solver when new clauses are added:

Corollary 2. F'*! |= pi .

Before we can prove that we can reconstruct a model for the original in-
cremental problem from a model of the current irredundant clauses using the
reconstruction stack we need the following lemma.

Lemma 2. For a given truth assignment 7 and a sequence of witness labelled
clauses o - o' we have R(1,0-0') = R(R(r,0'),0).

Proof. By induction over the length of ¢’. The base case o’ = ¢ is trivial. Now
consider 0/ = ¢” - (w: C) and let 7/ =7 if 7(C) = T, 7/ = 7 ow otherwise. Since
R(r,0-0") =R(r",0-0") and R(r,0') = R(7', "), R(r,0-0") = R(R(7,0"),0)
follows from the induction hypothesis applied to 7/ and ¢ - ”. O

Theorem 1 (Reconstructiveness). In any derivation starting from the initial
state, every state satisfies the reconstruction property of Def. [{}

Proof. In the initial state the reconstruction stack is empty, and so for any
satisfying assignment 7 of FO, R(7,e)(F°) = T. To simplify notation, we first
consider only a single phase 7 (with 0 < ¢ < n), and omit the superscript i.
Assume that in a state j (where 0 < j < k;), the reconstruction property
holds. Let 7 be a truth assignment with 7(¢;) = T. Then R(r,0,)(@; Aoj) =T
follows by induction. In case LEARN™ or FORGET was applied to state j, we have
@j+1 = ¢; and oj41 = 0;, thus the reconstruction property remains true. Rule
STRENGTHEN moves a clause C from p; to @41 and so @11 = ¢;AC and 041 =
0;. In case 7(¢j11) = T we have R(7,0,41)(pj Aojt1) = R(T,0;) (¢ Noj) =T
by induction. Then Prop.gives pjAo; = C, thus R(T,041) (@i ACAoj41) = T.
From the side condition of DROP we know that 7(¢j41 A C) = T whenever
T(pj+1) = T, and thus R(7,0j41)(¢j+1 A ojr1) = T again by induction. When
WEAKEN™T is applied, a redundant clause C' is removed from ¢; and pushed to
oj+1 (e ¢; = pjr1 A C) witnessed by w. Assume 7(p;41) = T. We apply the
induction hypothesis to the truth assignments 7 and (7 o w) to get:

T(pjr1 NC) =T = R(1,0j)(pj1 NCANoj) =T (1)
(Tow)(pjt1NC) =T = R((Tow),05)(@j41 ACAo;)=T.  (2)

If 7(C) = T, then R(7,0; - (w : C))(¢j+1 ACAc;) = T due to (). Furthermore,
assuming the side condition of WEAKENT, we know that (w : C) is redundant



w.rt. 1. I 7(C) # T, then (Tow)(pj41 AC) = T using Prop.[l} And with
we also get R(7,0;-(w: C))(¢j41 ACAc;) =T if 7(C') # T. When we restore a
clause C' by RESTORE, we know that if 7(¢; AC) = T then 7(C) = T. Further, we
know from the side condition of RESTORE that C' is clean w.r.t. o/, and so with
Lemma [1} we obtain R(7,0')(C) = T. From that and from Lemma [2| it follows
that R(r,0-(w: C)-0') = R(R(1,0"),0-(w: C)) = R(R(7,0"),0) = R(7,0-0"),
where ¢; Ao AC Ao’ evaluates to true due to the induction hypothesis. When
a new phase starts (i.e. 0 < i < n and j = k;) as A;yq is added to cpfc by
ADDCLAUSES, each new clause is clean w.r.t. Ulii. Thus, due to Lemma |1} the
reconstruction function does not destroy any satisfying assignment of A;;. O

Theorem 2 (Correctness). In any derivation starting from the initial state,
for each phase i =0...n we have F* =4, <p§~ A pé- for all j with 0 < j < k;.

Proof. From Prop. |2 and Thm. it follows, that ¢} is unsatisfiable if % A p}
is unsatisfiable. In this case also F* is unsatisfiable using Cor. [l Otherwise, if
gpé A pj» is satisfiable, then F" is satisfiable due to Thm. |1|and again Cor. a

To summarize, our calculus fulfills all the desiderata listed at the beginning of
Sect. |3} (¢) we can reuse the gained information of previous iterations (including
learned clauses), (i7) we can continue with incremental solving in a satisfiability
preserving way, and (ii¢) the reconstruction property guarantees that we can get
a solution to the original problem in case of satisfiability.

5 Implementation

Based on our new approach we added incremental inprocessing to the SAT solver
CaDiCaL [33]. Rule WEAKENT is defined in our calculus based on the most gen-
eral redundancy property and so it allows to employ every clause elimination
procedure implemented in CaDiCalL including variable elimination [14], vivifica-
tion [34U35], equivalent-literal substitution [31I32], hyper-binary resolution [13],
(self-)subsumption [14] and blocked clause elimination [I6]. Combining DrROP
with WEAKENT allows efficient equivalence literal substitution, since only two
binary clauses have to be stored on the stack for each literal in a strongly con-
nected component [3I32] instead of all clauses with that literal. Similarly, gate-
based variable elimination [I4] only requires to save gate clauses.

At the heart of our new calculus are the RESTORE and ADDCLAUSES rules.
They allow to reverse problematic simplification steps and add new clauses. In
practice, SAT solvers are used via an interface (e.g. IPASIR [2] in CaDiCaL) to
add new clauses A and then asked to solve the extended formula F' A A. Before
solving F' A A, our approach first performs a sequence of RESTORE steps in
order to make each clause in A clean w.r.t. the reconstruction stack o using the
algorithm RestoreAddClauses in Fig. [l Then the new and restored clauses are
added to the irredundant clauses and a new incremental solving phase starts.

The algorithm in Fig. [6] presents a simple implementation that identifies a
sufficient set of clauses to restore in order to make A clean. It follows the idea of



RestoreAddClauses (new clauses A, reconstruction stack o )

1 (w1:C1) (wn:Cp) :=0
2 fori from 1 ton

3 if exists £ € w; where —¢ occurs in A then

4 A= AUC;, o :=0\(wi:C)

5 return (A, o)

Fig. 6. Algorithm RestoreAddClauses to identify and restore all tainted clauses.

“taint-checking” , commonly used to reason about information-flow (see e.g. [36]).
First consider every clause that comes from the user as tainted, because it po-
tentially leads to problems. Then check whether these tainted clauses (actually
literals of these clauses) trigger any clause on the stack to be restored. In that
case the literals of the restored clause become tainted as well and recursively
might trigger further clauses. However, restored clauses only need to be clean
w.r.t. the reconstruction stack after them (see RESTORE in Fig. [4]), while the
clauses in A need to be clean w.r.t. the whole reconstruction stack. Therefore,
the need for restoring is checked by traversing the stack from bottom to top (left
to right). If a clause has to be restored, it can only trigger to restore clauses to its
right. Thus, already processed clauses on the left do not have to be reconsidered.

The method takes the new clauses A and the current stack o as input and
checks each previous simplification step from left to right (see Line 1-2). When-
ever the witness of a simplification has a literal that occurs negated in A, the
simplification is reversed by restoring the eliminated clause from the stack. The
check in Line 3 is actually asking whether there is a clause in A (i.e. in the set of
new or already restored clauses) that is not clean w.r.t. (w; : C;). To implement
this check efficiently, we mark literals in A as tainted and in ¢ as witness. If the
check succeeds, we need to restore the problematic C; so that at the end we have
a clean stack. In Line 4 the restored clause is added to A and removed from the
stack. At the end of the procedure, A contains all the new and restored clauses,
which added to the formula together with the new o achieves the same effect as
applying a sequence of RESTORE steps and a final ADDCLAUSES.

6 Experiments

We implemented a new bounded model checker called CaMiCaL for AIGER
models [37], as used in the hardware model checking competition (HWMCC) [38].
Unrolling is simulated symbolically through substitution [39] in combination
with structural hashing [4041] and local low-level AIG optimizations [42]. As
back-end different configurations of our SAT solver CaDiCaL [33] and other
state-of-the-art incremental SAT solvers are used. The model checker was run
on all the 300 models of the single safety property track of HWMCC’17 [38] up
to bound 1000 with a time limit of 3600 seconds (for each model) and memory
limit of 8 GB on our cluster with Intel Xeon E5-2620 v4 @ 2.10GHz CPUs.
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Fig. 7. Experimental results on all the 300 instances of the single safety property track
of HWMCC’17. The x-axis corresponds to all bounds solved over all models sorted by
the time needed for the SAT call for each bound, which is on the y-axis. The dotted
horizontal line at 3600 second shows the time limit for solving all bounds of each model.

Results are presented in a similar way as the well-known cactus plots of the
SAT Competition, except that we do not measure the overall running time of the
model checker, but the time needed for one (incremental) call to the SAT solver.
Figure[7| shows the distribution of these solving times. For example, if the model
checker finished proving unsatisfiability for bound 41 after 110 seconds and then
proved unsatisfiability for the consecutive bound 42 at 125 seconds then the time
difference of 15 seconds is accounted for bound 42 on this instance. At the end
each instance contributes as many solving times as bounds for it are solved.

As expected, worst performance is observed when the SAT solver is used in
a completely non-incremental way (cadical-non-incremental), even with pre- and
inprocessing enabled. It improves, if the model checker is allowed to assume ear-
lier bounds to be good (cadical-non-incremental-assume-good-earlier). Incremental
SAT solving is better as configuration cadical-restore-all-clauses shows, which em-
ploys pre- and inprocessing, but at the beginning of incremental calls restores all
weakened clauses. However, disabling pre- and inprocessing completely during
incremental SAT solving (cadical-no-inprocessing) is even better.

Configuration cadical-freeze can use variables for simplification which are not
frozen. This again improves performance and there is no need to restore clauses.
In bounded model checking (BMC) only variables encoding the next state are
used in future calls and freezing them is sufficient. However, it required sub-
stantial programming effort to identify the set of frozen variables. Further, opti-
mizations during CNF encoding, including structural hashing [40J4T] across time
frames or local two-level AIG optimizations [42], make it difficult to predict fu-
ture use of variables. In other cases freezing might not even be possible [19].



Giving up on freezing makes use of our framework and gave the best solving
times as configuration cadical-restore-tainted-clauses shows. This not only simpli-
fies the way the solver is used through the API (no need to freeze variables) but
also improves solving time. We measured the time spent in RestoreAddClauses
to be less than 1% of the overall running time: 0.14% for our best configuration
cadical-restore-tainted-clauses and 0.33% for cadical-restore-all-clauses. Our best
configuration only restored 17% of the clauses. Restoring all clauses also lead to
3.4 times more eliminated clauses (applications of WEAKEN™) in total.

Note that one can not get rid of freezing completely, since assumptions (for
the “bad” state property in BMC) have to be frozen internally. Keeping freezing
in the API might for instance also be useful for CNF simplification [§].

We also have similar results using freezing (as it is necessary for the solver
Lingeling [30]) versus restoring tainted clauses for CaDiCaL as SAT solver back-
end of our SMT solver Boolector [43]. We solved more benchmarks and decreased
solving time significantly with the consequence that CaDiCalL is likely to replace
Lingeling as incremental SAT solver back-end in the future.

We also considered other highly ranked SAT solvers in incremental tracks of
the SAT Competition [2J44I45]: Glucose 4 [46], CryptoMiniSAT 5.6.6 [4547] and
Riss 7.0.42 [48]. CryptoMiniSAT performs significantly better than the other two
external solvers. It is the only external solver which performs inprocessing during
solving, including distillation [49]. Even though CryptoMiniSAT implements the
same solution as [19] for incremental bounded variable elimination (BVE), this
feature cannot be enabled through the API, and is disabled in our experiments.
According to Mate Soos (private communication) scheduling BVE efficiently for
incremental SAT solving is difficult for CryptoMiniSAT. We simply schedule
BVE in CaDiCaL in the same way as during stand-alone SAT solving, with
a persistent schedule across incremental invocations. Note that CaDiCal. only
tries to eliminate variables and clauses which are newly added (or restored).

Source code of CaDiCal. and CaMiCaL and experimental data related to
Fig.[7]can be found at http://fmv. jku.at/incrinpr including additional plots.

7 Conclusion

This paper presents a calculus that extends the framework of [I7] to capture
incremental SAT solving. It uses the most general clause redundancy property
and is able to simulate most simplifications implemented in state-of-the-art SAT
solvers. Our proposed approach is simple, eases the burden of using SAT solvers,
can be implemented efficiently, and also reduces solving time substantially. As
future work we want to support techniques which remove models, such as blocked
clause addition, and techniques for simplifying under assumptions.
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