We introduce a novel method that integrates BDD-based symbolic model checking into SAT-based bounded model checking in the presence of unknowns. By incorporating both distinctively different methods, our new hybrid verification tool can take advantage of what each type of model checking has to offer. We present a case study for which both the BDD-based method as well as the SAT-based method are unable to provide a proof that the considered property fails, but that can be solved using the integrated approach.

1 Introduction

Model checking [20, 9] is an important method for verifying whether a sequential circuit satisfies a given temporal property. There are two main approaches to solve the model checking problem. First, unbounded symbolic model checking (SMC) [7, 18] makes use of binary decision diagrams (BDDs) [6], which are often able to represent state sets and state traversals that occur in model checking in an efficient form. Secondly, in the last few years, SAT-based techniques like bounded model checking (BMC) [4, 3] have also attracted much interest. BMC makes use of a SAT-solver for the satisfiability problem, and due to the enormous performance increase of SAT-solvers over the last few years, SAT-based BMC is now applicable to large industrial designs.

Typically, when performing verification on a circuit, the design is considered to be complete. However, in this work we focus on incomplete designs for which some parts of the circuit design are not yet implemented. These unknown parts are combined into so-called blackboxes. There are many applications for model checking incomplete designs, such as early verification checks on unfinished designs, error localization in faulty designs and the abstraction of complex parts of a design in order to simplify the model checking task. Symbolic model checking for incomplete designs [19] is able to provide proofs that a given property is satisfied for all replacements of the blackboxes (‘validity’) and proofs that the property is not satisfied for any replacement of the blackboxes (‘unrealizability’). However, since SMC is a backward-oriented approach only considering backward traversals, SMC may run into difficulties when it explores huge state spaces, even when certain states are not reachable. Incomplete designs can also be processed by bounded model checking [13, 15, 14], providing proofs for unrealizability. However, we will show that BMC for incomplete designs is not as accurate as SMC for incomplete designs.

To combine the strengths of the respective approaches, we investigate a deeply integrated combination (using an approach similar to SAT-modulo-theory solvers) of both for disproving the realizability of invariants: First we perform a number of backward steps by using SMC to gain a set of states from which it is possible to reach states violating the invariant, regardless of the implementation of the blackboxes. Then, BMC is used to check whether it is possible to reach this set of states starting from the initial state independently of the implementation of the blackboxes. If this is possible, unrealizability of the property is proven. Figure 1 illustrates the cooperation of symbolic and bounded model checking. In the following sections, we will show that the combined approach is able to provide proofs for examples which could be solved neither by SMC nor by BMC alone.
Related Work

Several researchers have tried to leverage the advantages of both SAT and BDD before. Gupta et al. [12] performed BDD-based reachability analysis using SAT methods in symbolic image computation. They used BDDs to represent state sets, and a CNF formula to represent the transition relation. This was done by allowing the SAT-solver to find a partial solution, and then invoking a BDD method to map the possible solution space from the current branch in the search tree. The authors extended this idea for BMC in [11] using BDD-based forward reachability analysis to generate conflict clauses to prune the search space of the BMC problem. In other work, [8] used BDD methods to generate an over-approximation of the traces connecting the initial state set to the target state. This estimate was then translated into CNF form to restrict the search space of the SAT-solver working on the BMC problem. Similarly, Bischoff et al. [5] presented a method where they first approximated both enlarged initial and target state sets using BDD-based methods, converting this information into CNF form as a pre-processing step. The SAT-solver would then be run on this BMC problem with fixed enlarged initial and target state sets.

All these methods however, have a few drawbacks. For one, [12] and [11] only used selected variables to build a BDD representation of the possible solution space. Furthermore, [8] and [5] are static approaches. In contrast, the method we introduce here works on the entire problem, is fully dynamic, and we examine its behavior on incomplete designs.

Outline

The paper is structured as follows: After giving a brief review of SMC and BMC for incomplete designs in Section 2, we will introduce a new concept to combine the strengths of SMC and BMC for incomplete designs in Section 3. In Section 4 we will present a case study that is hard to solve for the independent approaches, but that can be solved by the combined method. We confirm the effectiveness and feasibility of our method with preliminary results. Section 5 concludes the paper.

2 Preliminaries

In this section we will give a brief introduction of both SMC and BMC for incomplete designs by means of a small sequential example given in Fig. 2. This circuit has a single input $a$ and two storage elements $q_1$ and $q_0$, both initially holding the value 0. The blackbox computes a boolean-valued output $Z_0$. For the remainder of this paper, we abbreviate the state names for this example as follows: We use (00) for $(q_1 = 0, q_0 = 0)$, (01) for $(q_1 = 0, q_0 = 1)$, etc. Likewise, we use (0) for $a = 0$ and (1) for $a = 1$. The state space is $Q = \{(00), (01), (10), (11)\}$ and the set of possible input values is $A = \{(0), (1)\}$. In this paper, we will consider invariant properties of the form $AG\varphi$, where $\varphi$ is a boolean expression without any temporal operators. The invariant we will use for this example is $AG(q_0 \lor q_1)$ stating that $q_0$ and $q_1$ never hold the value 1 at the same time. Since this invariant can be proven to be unsatisfied for all substitutions of the blackbox, the property is unrealizable.
Symbolic Model Checking for Incomplete Designs  When SMC for incomplete designs [19] is applied to an invariant, first the set of possible transitions between the states is computed. For instance, for state $(00)$ and input $a = 1$ the next state may be either $(10)$ (in case that the blackbox computes $Z_0 = 0$ in this situation) or $(11)$ (in case that the blackbox computes $Z_0 = 1$ in this situation). We call both transitions $((00), (1), (10))$ and $((00), (1), (11))$ possible transitions, since they may or may not be present depending on the implementation of the blackbox. The complete set of possible transitions $R_E \subseteq Q \times A \times Q$ in this example is depicted in Fig. 3. Starting from the states directly violating the invariant, SMC then iteratively computes the set of 'bad' states for which, independently of the blackbox behavior, there is an input sequence leading into a state violating the property.

For our example, the initial set of bad states for which this holds is $\{(11)\}$, since this is the only state directly violating the property. In the next step, $(10)$ can be added to the bad states, since there is an input value ($a = 1$) that leads from $(10)$ to $(11)$, independent of the value the blackbox computes. In the next step, both $(00)$ and $(01)$ can be added to the bad state set, since for both, there is an input value ($a = 1$) that leads either to $(10)$ (in case that the blackbox computes $Z_0 = 0$ in this situation) or $(11)$ (in case that the blackbox computes $Z_0 = 1$). Since we have shown that for initial state $(00)$, there is an input sequence for each blackbox substitution such that a state not satisfying the invariant is reached, the unrealizability of $AG(\overline{q_1} \lor \overline{q_0})$ has been proven.

There are several possibilities to model the behavior of blackboxes in their environment, from a symbolic version of ternary $(0, 1, X)$-simulation [2] to using distinct $Z_i$-variables (as already shown above for the small example in Fig. 2). The different methods to handle the blackbox outputs lead to different approximations of the set of possible transitions. Based on this, [19] defines a symbolic model checking procedure (for arbitrary CTL formulas) that is able to falsify realizability problems and to prove validity problems for designs with blackboxes.
Bounded Model Checking for Incomplete Designs  

BMC for incomplete designs [13, 15, 14] iteratively ‘unfolds’ the circuit under consideration and checks whether the given property can be disproved for the current unfolding. Figure 5 illustrates an unfolding of the circuit given in Fig. 2. The state signals of the first unfolding \( \vec{q}.0 \) are set to their initial value and a representation of the negated invariant is connected to the final state bits \( \vec{q}.k \).

To handle unknown signals as blackbox outputs, the Boolean logic is extended to include an unknown value \( X \) \cite{13, 15, 14} \textsuperscript{1}. For handling the three logical values 0, 1, and \( X \), we use the encoding as proposed by Jain et al. \cite{16}, applying a binary encoding and extending this encoding to the operators. The encoded circuit and the property is Tseitin-transformed \cite{22}, introducing additional variables for internal signals. The Tseitin-transformation preserves satisfiability and results in a CNF whose size is linear with respect to the number of unfoldings. The final CNF is satisfiable iff there is an assignment to the inputs such that the last state of the unfolding violates the invariant. In that case, unrealizability is proven. For this a SAT-solver can be used to evaluate the CNF.

Since the values of the state variables in the \( j \)-th unfolding \( \vec{q}.j \), are allowed to hold the value \( X \) (e.g. \( a.0 = 0 \) implies \( q_1.1 = X \)), one can consider the state space to include \( X \) values as well:

\[
Q_X = \{0, 1, X\}^{[\vec{q}]}.
\]

All assignments to the state variables that are potentially considered by BMC together with the according transitions are depicted in Fig. 4. Additionally, to the abbreviations introduced above, we use \((1X)\) for \((q_1 = 1, q_0 = X)\), \((X0)\) for \((q_1 = X, q_0 = 0)\) etc. Note that for this example, it can be seen that BMC will never consider \((11)\) to be a reachable state since there is no path from the initial state to the bad state. Thus, conventional BMC for incomplete designs is unable to prove the unrealizability of this example.

2.1 Comparison of SMC and BMC

As shown by the example, BMC is not as exact as SMC, in the sense that it is not able to prove unrealizability in all cases that SMC can. One reason for this is that BMC for incomplete designs considers the question “Is there an input sequence such that for all substitutions of the blackboxes a state violating the invariant is reached?”. In contrast to that, SMC considers the unrealizability question: “Does for all blackbox substitutions exist an input sequence leading to a state violating the invariant?”. In the latter case the input sequence can ‘react’ to the behavior of the blackbox and does not necessarily have a fixed length as for BMC, and thus SMC is more accurate. Furthermore, the state set \{\((00), (01), (10)\)\} can only be described as \((XX)\) in BMC. This can have the effect that for incomplete designs it is unknown whether a property is violated or not (due to \(X\)s appearing in the state vector). Although, in these cases, SMC is sometimes able to provide a result, since it does not approximate sets of states using \(X\)-values (even if \((0, 1, X)\)-logic is used for approximating transitions in the system).

\textsuperscript{1}We do not consider more advanced modelings like \(Z_i\)-modeling as in \cite{15}, since this results in QBF problems that are hard to solve.
3 SAT Modulo BDD

In this section we consider how the advantages of the two methods can be combined such that the resulting approach is both faster and more accurate than the respective methods alone.

First, SMC performs a number of backward traversals as described in Section 2 until a given time bound is reached. For all states in the computed state set the following holds: For all substitutions of the black-boxes, there is a input sequence such that, starting from the current state, a state violating the invariant is reached. In analogy to [5], we call this set of states $ET \subseteq Q$ the ‘enlarged target’ which we want to ‘hit’ using BMC. In a second step, BMC iteratively builds unfoldings of the sequential circuit, yet without including the property. Each unfolding is Jain-encoded and Tseitin-transformed. The resulting CNF is obviously satisfiable for all possible assignments to the inputs. To prove the unrealizability of the invariant, it is necessary to find an assignment to the inputs such that the resulting assignment to the final state variables $\vec{q}.k$ is within $ET$ (i.e. the state variables after the last unfolding $k$ hits the enlarged target). Thus, the SAT-solver that processes the CNF provided by BMC, has to be aware of the enlarged target state set and has to check each satisfying assignment of the CNF formula whether the states represented by the assignment of the final state variables $\vec{q}.k$ lie inside the enlarged target.

The current assignment $\vec{\epsilon} \in Q_X$ to the final state variables $\vec{q}.k$ represents a set of states $F(\vec{\epsilon}) \subseteq Q$:

$$F(\vec{\epsilon}) := \left\{ (q_{n-1}, \ldots, q_0) \middle| q_i \in \begin{cases} 1 & : \epsilon_i = 1 \\ 0 & : \epsilon_i = 0 \\ \{0, 1\} & : \text{else} \end{cases} \right\}$$

This set $F(\vec{\epsilon})$ can be compared against the enlarged target set $ET$. If $F(\vec{\epsilon})$ lies completely inside the enlarged target ($F(\vec{\epsilon}) \subseteq ET$), the unrealizability has been proven. Else, the current assignment does not (completely) hit the enlarged target and we have to perform a backtrack. Additionally, we add a new clause prohibiting that the assignment $\vec{\epsilon}$ is considered again. If all satisfying assignments to the CNF formula have been considered without finding a resulting assignment to the final state variables that hits the enlarged target, the number of unfoldings is increased by 1.

Note that in case that SMC is able to prove that there is an initial state in the enlarged target, the unrealizability is already proven. On the other side, if SMC reached a fixed point while computing the enlarged target and there is no initial state in that set, then BMC will not be able to find an input sequence leading into the enlarged target and thus the unrealizability cannot be proven. In both cases, it is unnecessary to invoke BMC.

**Example** We again use our example given in Fig. 2 together with the invariant $AG(\overline{q}_1 \lor \overline{q}_0)$. We assume that SMC performs 1 backward traversal step. As shown in Section 2, the set known to violate the property for all blackbox replacements in at most one step is $\{(10), (11)\}$. Accordingly, the enlarged target in this case is $ET = \{(10), (11)\}$. Figure 6 depicts the example circuit after one unfolding. Assuming that the SAT-solver decides to set $a.0$ to 1, the final state variables $q_1.1$ and $q_0.1$ hold the values 1 and $X$, respectively.
respectively. The state set represented by this assignment is

\[ F(1, X) = \{(10), (11)\} \subseteq \{(10), (11)\} = ET \]

and thus, the property is proven to be unrealizable.

### 3.1 Building Conflict Clauses

In the case that the SMC evaluation returns the result that the current assignment \( \vec{\epsilon} \) does not completely lie inside the enlarged target \( ET \), i.e., the state set \( F(\vec{\epsilon}) \not\subseteq ET \), a conflict clause that forbids this assignment has to be created. In the most naïve approach we could produce a conflict clause forbidding this exact assignment. This could be achieved by adding a clause modeling the following condition:

\[
|\vec{q}| - 1 \Bigg\{ \begin{array}{ll}
(q_i = 0) \lor (q_i = X) & : \epsilon_i = 1 \\
(q_i = 1) \lor (q_i = X) & : \epsilon_i = 0 \\
(q_i = 0) \lor (q_i = 1) & : \epsilon_i = X
\end{array} \right. 
\]

However, the conflict clause based on (1) would not be very general. To produce a more general conflict clause, we can perform the steps illustrated in Fig. 7. The goal of this routine is to truncate as much of the remaining search space as possible. This is done by first replacing some of the clause, we can perform the steps illustrated in Fig. 7. The goal of this routine is to truncate as much of the remaining search space as possible. This is done by first replacing some of the X values in \( \vec{\epsilon} \) by values 0 or 1, until the modified state space \( F(\vec{\epsilon}^*) \) lies completely outside of \( ET \). As few as possible X values should be replaced by 0 or 1, since then, the state set represented by this assignment is larger and thus, more of the search space can be truncated. Next, a more general assignment \( \vec{\epsilon}^B \) is computed from \( \vec{\epsilon}^A \) while still maintaining the property that \( F(\vec{\epsilon}^B) \subseteq Q \setminus ET \). This is accomplished by changing the value of some variables in \( \vec{\epsilon}^A \) which were 0 or 1 to X, and then testing to see if \( F(\vec{\epsilon}^B) \) is still completely outside of \( ET \). Again, the goal is to have as many X’s in the assignment as possible. For both steps, the selection of the values to change is made by a heuristic based on the symbolic representation of \( F \); details follow in section 3.3.

The resulting assignment \( \vec{\epsilon}^B \) represents a significantly larger part of the state space than \( \vec{\epsilon}^A \). In some cases, we observed \( \vec{\epsilon}^B \) with an order of magnitude less of assigned variables than \( \vec{\epsilon}^A \). Using \( \vec{\epsilon}^B \) instead of \( \vec{\epsilon}^A \) to generate conflict clauses result in clauses that are substantially smaller, making them more useful in aiding the SAT-solvers search.

Obviously, every assignment \( \vec{\epsilon}' \) that lies inside \( ET \) has to differ in at least one value compared to \( \vec{\epsilon}^B \). However, an assignment \( \vec{\epsilon}'' \) with \( \epsilon''_i = \epsilon^B_i \) except \( \epsilon''_j = 1, \epsilon''_j = X \), will not lie inside \( ET \) due to:

\[ F(\vec{\epsilon}^B) \subseteq F(\vec{\epsilon}'') \text{ and } F(\vec{\epsilon}^B) \subseteq S \setminus ET \]

Same holds for \( \epsilon^B_j = 0, \epsilon''_j = X \). Since these assignments cannot be used to prove unrealizability, they are not of interest, and will be forbidden. Accordingly, for all \( \vec{q} \) with \( F(\vec{q}) \subseteq ET \) the following condition (2) has to hold:

\[
|\vec{q}| - 1 \Bigg\{ \begin{array}{ll}
q_i = 0 & : \epsilon^B_i = 1 \\
q_i = 1 & : \epsilon^B_i = 0 \\
\vdots & : \epsilon^B_i = X
\end{array} \right. 
\]

The original assignment to the final state variables \( \vec{\epsilon} \) does not satisfy this condition, since no single \( \epsilon_i \) has the value that is requested in the condition: If \( \epsilon_i = 0 \), then \( \epsilon^A_i = 0 \) and \( \epsilon^B_i \in \{0, X\} \). Due to that, \( q_i \) will either be required to be 1, or it will not appear in the condition at all. \( \epsilon_i = 0 \) satisfies neither. Analogously for \( \epsilon_i = 1 \). If \( \epsilon_i = X \), then \( \epsilon^A_i \in \{0, 1, X\} \) and \( \epsilon^B_i \in \{0, 1, X\} \). Thus, \( q_i \) will either be required to be 1 in the condition, will be required to be 0 in the condition or it does not occur in the condition at all; the assignment \( \epsilon_i = X \) satisfies neither. Due to that, the clause that can be build by the translation of condition (2) into Jain’s encoding, is a conflict clause that can be added to the clause set and will invoke a backtrack.
Example  Again, consider the example in Fig. 6. We assume that the SAT-solver decided to assign 0 to \( a \), leading to the final state assignments \( \vec{\epsilon} = (X, 0) \) with \( F(X, 0) = \{(00), (10)\} \). As we have seen above, the enlarged target after one preimage computation is \( ET = \{(10), (11)\} \). Since \( F(0, 0) \not\subseteq ET \), the unrealizability is not proven and a conflict clause has to be computed. First, the \( X \)'s in \( \vec{\epsilon} = (X, 0) \) are replaced with a boolean value such that \( \vec{\epsilon}^A \) lies outside \( ET \). In this case, \( \vec{\epsilon}^A = (0, 0) \). Then, all values in \( \vec{\epsilon}^A \) not equal to \( X \) are checked whether they can be replaced with \( X \) such that the resulting state set still lies outside \( ET \). For this example, the second 0 can be replaced by \( X \) and thus \( \vec{\epsilon}^B = (0, X) \). Following this consideration, a conflict clause can be added that forces \( q_1 \) to value 1.

3.2 Early comparison against the enlarged target

It is not necessary to restrict the comparison of an assignment to the final state to the case that the complete CNF is satisfied (i.e. after a valid path of length \( k \) has been found). Instead it is reasonable to additionally query the symbolic model checker about incomplete final state assignments, since it may already be possible to prove that the state set represented by the incomplete assignment does not intersect with the enlarged target and thus, the current candidate assignment can be discarded. In our implementation, the check was invoked every second time a variable in \( \vec{\epsilon}.k \) was assigned to a new value.

3.3 Symbolic Representation

We make use of the fact that the enlarged target \( ET \) is computed by a symbolic model checker and thus represented by a symbolic function \( \chi_{ET} \) and all the operations for evaluating a final state variable assignment and for conflict clause computation can be mapped to efficient BDD operations. The set of states represented by the assignment \( \vec{\epsilon} \) to the final state variables \( \vec{\epsilon}.k \) can be represented by a cube of state variables:

\[
\chi_{F(\vec{\epsilon})}(\vec{q}) = \bigwedge_{i=0}^{|\vec{q}|-1} \left\{ q_i : \epsilon_i = 1, \bar{q}_i : \epsilon_i = 0, 1 : \text{else} \right\}
\]

Since \( \chi_{F(\vec{\epsilon})} \) is a cube, the BDD’s cofactor operation can be used for fast comparison of \( \chi_{F(\vec{\epsilon})} \) against \( \chi_{ET} \): If \( \chi_{ET}|\chi_{F(\vec{\epsilon})} = 1 \), unrealizability is proven; if \( \chi_{ET}|\chi_{F(\vec{\epsilon})} \neq 1 \), a conflict clause has to be added and a backtrack has to be performed. In the latter case, we first compute the set of states that are in \( F(\vec{\epsilon}) \) but not in \( ET \):

\[
A(\vec{q}) := \chi_{ET} \cdot \chi_{F(\vec{\epsilon})}
\]

Every implicant \( B \) of \( A \) represents a set \( F(\vec{\epsilon}^A) \) with properties as described in Section 3.1. It is natural to pick the ‘biggest’ such implicant containing the least variables. The removing of variables assignments to rule out an even larger state set corresponds to the existential quantification of variables in cube \( B \), so as many state variables as possible are removed from \( B \) until \( B \) is a prime implicant of \( \chi_{ET} \). Finally, the conflict clause can be generated according to the values of the state variables as implied by \( B \) in analogy to Section 3.1.
4 Case Study

The case study we will use to evaluate our approach is based on the rail segment control from the Funk-FahrBetrieb (FFB) specification of the Deutsche Bahn [10], which is closely related to the European Train Control System level 2/3 Movement Authority [1]. The case study models a network of segments, gates and trains that move on these segments according to a given schedule.

The main concept of this benchmark is as follows: Each train sends requests to the current and subsequent segments (determined by the train’s schedule). Some time later, the segments will grant permission to the train. A train only moves on segments it has permission to. If a train has moved from a segment, it no longer sends a request. Gates are raised and lowered as required. Figure 8 illustrates the communication between trains and segments or segments and gates, respectively. The schedules of the two trains, depicted in Fig. 9, are identical. Both trains follow the route depicted below, where SB, SBOL,..., FR represent the different track segments.

Holding track → SB → SBOL → OL → SB → SBFR → FR → SB → SBOL → ...

The implementation of the process communication uses messages containing sender and receiver IDs as well as the actual information to be sent. In each process, queues are used to store messages and internal information. Due to these queues, only a small fraction of the state space is reachable, even when there are blackboxes with unknown behavior in the design. This turns out to be a disadvantage for backward-oriented methods like SMC, since they are unaware of the set of reachable states and thus compute all states satisfying a given property. We considered an invariant stating that two trains will never be on the same segment for four scenarios:

**FFB-A-1 and -2:** The SB segment contains the following error: After a train has requested a permission for the segment SB, and this request was granted, then normally the `reserved` flag of this rail segment is set. In the erroneous case, this flag is not set properly. For FFB-A-1, the flag is set to the constant 0, and for FFB-A-2, the value of the flag computed by an subcircuit with a blackbox. In both cases, two trains may move to the same rail segment which would result in a collision. All rail segments besides SB, and all gates are put into blackboxes.

**FFB-B-1 and -2:** The SBOL segment fails to set its reserved flag properly as in FFB-A-1 and -2; all segments except SB and SBOL are blackboxed, as well as the gate connected to SBFR. Again, this could result in a serious collision.

4.1 Results

Table 1 gives preliminary results for the FFB benchmarks just described. We combined the DPLL-based SAT-solver Mira [17] with MIND [19], a CUDD-based [21] symbolic model checker for incomplete de-
signs. The evaluation was performed on a 2.6 GHz AMD Opteron with 4 GB main memory and a timeout limit of 12000 CPU seconds. For SMC only, the table gives the number of backward steps, the peak number of BDD nodes, and the required CPU time in seconds. For BMC only, the table gives the number of forward steps, the peak number of clauses and the CPU time in seconds, respectively. Finally, for the combined approach, the proportionate values for SMC and BMC as well as the overall CPU time in seconds are given.

When standard SMC is applied to this case study, it is not able to prove the unrealizability for FFB-A-1 and FFB-A-2 before exceeding the timeout limit of 12000 seconds. Due to that, we first computed an overapproximation of the possibly reachable states and used this state set to restrict the backward model checking procedure. By doing so, we were able to prove the unrealizability of the considered property in 31.23 seconds and 23.22 seconds, respectively. However, the more difficult scenarios FFB-B-1 and FFB-B-2 are still out of reach (in Table 1 indicated by TO). On the other hand, BMC was not able to successfully provide a proof of unrealizability for the FFB-A-2 and FFB-B-2 benchmarks (in Table 1 indicated by NS). This is due to the broader abstraction used by 01X-BMC as compared to SMC. Using the combined approach FFB-A-2 and FFB-B-2 can be solved in reasonable time.

The best division of SMC and BMC in our tool was determined experimentally, with the basic goal of using SMC as much as possible to maintain exactness. As can be seen from the combined method’s results, the number of nodes explodes after around 5 time steps, making any additional expansion of the enlarged target very expensive. This is why the SMC approach alone is not able to solve the last two problems. As for the BMC part of the combined technique, the number of clauses is significantly higher than that when using only BMC. The difference is the clauses that the combined approach has learnt from the BDD comparisons of the enlarged target. These clauses decidedly aid the BMC search. Overall, the combined method shows much promise.

<table>
<thead>
<tr>
<th>benchmark</th>
<th>SMC only</th>
<th>BMC only</th>
<th>SMB+BMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#steps</td>
<td>max #nodes</td>
<td>time</td>
</tr>
<tr>
<td>FFB-A-1</td>
<td>10</td>
<td>252469</td>
<td>31.23</td>
</tr>
<tr>
<td>FFB-A-2</td>
<td>10</td>
<td>191798</td>
<td>23.22</td>
</tr>
<tr>
<td>FFB-B-1</td>
<td>-</td>
<td>-</td>
<td>TO</td>
</tr>
<tr>
<td>FFB-B-2</td>
<td>-</td>
<td>-</td>
<td>TO</td>
</tr>
</tbody>
</table>

Table 1: Experimental results.

5 Conclusions and Future Work

In this paper we presented a combined approach using SMC and BMC for verifying incomplete designs. This is done by first computing a set of states from which the target states can be reached independently of the blackbox behavior using BDD-based methods. Then SAT-based BMC is invoked to try and ‘hit’ this enlarged target supported by an advanced BDD/SAT-based conflict clause computation. This technique combines the speed of BMC and the accuracy of SMC allowing us to solve benchmarks for which both SMC and BMC fail.

In the future, we would like to extend our method to falsify properties $AG\varphi$ with $\varphi$ being an arbitrary CTL formula. Here the enlarged target is a set of states violating $\varphi$ for any blackbox substitution.
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