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Abstract
Pass Transistor Logic has attracted more and more interest during the last years, since it has proved to be an attractive alternative to static CMOS designs with respect to area, performance and power consumption. Existing automatic PTL synthesis tools use a direct mapping of (decomposed) BDDs to pass transistors. Thereby, structural properties of BDDs like the ordering restriction and the fact that the select signals of the multiplexers (corresponding to BDD nodes) directly depend on input variables, are imposed on PTL circuits although they are not necessary for PTL synthesis.

General Multiplexer Circuits can be used instead and should provide a much higher potential for optimization compared to a pure BDD approach. Nevertheless — to the best of our knowledge — an optimization of general Multiplexer Circuits (MCs) for PTL synthesis was not tried so far due to a lack of suitable optimization approaches. In this paper we present such an algorithm which is based on efficient BDD optimization techniques. Our experiments prove that there is indeed a high optimization potential by the use of general MCs — both concerning area and depth of the resulting PTL networks.

1 Introduction
Pass Transistor Logic (PTL) has proved to be an attractive alternative to static CMOS designs with respect to area, performance and power consumption [23, 14, 9, 12]. In earlier works using PTL the main disadvantage was that the PTL circuits were designed by hand and there was a lack of automatic synthesis tools.

Recently, several approaches for an automatic PTL synthesis flow were proposed [22, 6, 3, 10, 8, 13]. They are all based on a mapping of BDDs [5] (in most cases of decomposed BDDs) to PTL. The advantage of this method is that the PTL circuits originating from BDDs are sneak-path-free [3, 6], i.e. there is no assignment to the inputs which produces a conducting path from power supply to ground. However, BDDs use an ordering restriction, which is not necessary for PTL synthesis. Moreover even the restriction to free BDDs [2] or general BDDs [1] is not necessary. It is easy to see that we can also use general Multiplexer Circuits (MCs)\(^1\) as a basis to synthesize PTL circuits without losing the property of sneak-path absence. Of course, there are more degrees of freedom for MC optimization compared to BDD optimization, since BDDs can be viewed as special cases of MCs. Thus, MCs should provide better PTL solutions than BDDs.

However — to the best of our knowledge — all existing automatic PTL synthesis procedures are based on BDDs. One reason for this could be the fact, that there are efficient BDD packages (see e.g. [19]), which provide efficient BDD optimization techniques by variable reordering like sifting [15], whereas powerful optimization techniques for MCs have been missing. In this paper we present such a powerful optimization procedure for MCs, which makes use of the additional degrees of freedom compared to BDDs. Our novel technique is able to improve on both size and depth of BDD based circuits (see Section 5). Although the result of our algorithm are MCs, we can make use of well matured and efficient BDD optimization techniques to compute the MCs.

In Section 2 we give a comparison between BDDs and MCs. Section 3 reviews how BDDs or MCs are mapped to Path Transistor Logic. In Section 4 we present our algorithm for MC minimization. After giving experimental results for PTL synthesis using this algorithm in Section 5 we conclude the paper with Section 6.

2 BDDs versus MCs
BDDs provide a canonical representation of Boolean functions. As defined in [5], they are ordered, i.e. on each path from their root to a terminal node each input variable occurs only once and on each path the input variables occur in the same order.

In contrast, Multiplexer Circuits (MCs) are more general:

Definition 1 A Multiplexer Circuit (MC) \(M\) is modeled as a directed acyclic graph \((V, E)\). The node set \(V\) is partitioned into four sets \(V_{\text{cost}}, V_{\text{inp}}, V_{\text{ins}}\) and \(V_{\text{mux}}\):

- The nodes of \(V_{\text{cost}}\) are constants, have indegree 0 and are labeled by 0 or 1.
- The nodes of \(V_{\text{inp}}\) are inputs, have indegree 0 and are labeled by Boolean variables.
- The nodes of \(V_{\text{ins}}\) are inverters and have indegree 1.
- The nodes of \(V_{\text{mux}}\) are multiplexers and have indegree 3.

There is a bijective mapping \(IN : \{1, \ldots, |V_{\text{inp}}|\} \rightarrow V_{\text{inp}}\) such that \(IN(i)\) defines the \(i\)th input of the function defined by the MC \(M\). There is a mapping \(OUT : \{1, \ldots, m\} \rightarrow V\) such that \(OUT(i)\) defines the \(i\)th output of the function defined by the MC \(M\).

Thus MCs are Boolean circuits consisting only of multiplexers, inverters and constants and it is straightforward to define the Boolean function represented by an MC.

Since a BDD node labeled by a variable \(x_i\) can be viewed as a multiplexer with select input \(x_i\), it is clear, that BDDs can be viewed as a restricted class of MCs. Because BDDs correspond only to a restricted class of MCs, it is also clear, that there are more degrees of

\(^{1}\) MCs are basically the same as if-then-else DAGs [11].
freedom in MC optimization compared to BDD optimization. However, the question arises how to exploit these additional degrees of freedom. Our answer to this question can be found in Section 4.

Before we deal with our approach to MC optimization, we give a brief review of Pass Transistor Logic (PTL) in the next section.

3 Path Transistor Logic

Path Transistor Logic has proved to be an attractive alternative to static CMOS designs\(^2\) with respect to area, performance and power consumption [23, 14, 9, 12, 22, 6, 3, 10, 8, 13].

The basic unit in PTL is a MOS transistor which is used as a switch. It is very easy to implement a multiplexer as a wired OR of two MOS transistors (see Figure 1). For this reason recent automatic PTL synthesis tools use BDDs as a basis for PTL synthesis. Figure 2 shows an example of a BDD mapped to an NMOS PTL implementation. Mapping BDDs to PTL is easy and has the additional advantage that the resulting circuits are sneak-path-free. But note that the same is also true for general Multiplexer Circuits.

4 Our Algorithm for MC minimization

A mapping to PTL is not only easy for BDDs, but also for general MCs. Since MCs are more general, there is a higher potential for optimization both concerning area and depth.

A BDD realizing an \(n\)-input Boolean function typically contains paths of BDD nodes/multiplexers of length \(n\), such that the delay of a corresponding PTL implementation is linear in \(n\). More precisely, a chain of \(n\) transistors in series even has a quadratic delay in \(n\) [21] and buffers have to be inserted after a constant number of levels to achieve a linear delay. We will show in the following that a path of length \(n\) can be avoided by using MCs.

To present our algorithm for MC minimization we need the following definition which characterizes special nodes at the bottom of a BDD:

**Definition 2** A BDD node is called a positive variable node iff both, low son and high son, are a constant node or a variable node and at least one of the sons is a variable node. If both sons of a multiplexer node are variable nodes it is called a true multiplexer node, otherwise a pseudo multiplexer node.

Intuitively, our algorithm now successively removes multiplexer nodes from the original BDD thereby replacing “parts of the BDD” by “new” variables. The “meaning” of the new variables is computed in a separate MC. Finally, the whole BDD has been transformed into an MC.

Our algorithm starts with a BDD for a single-output Boolean function. (Note that it can easily be extended to multi-rooted BDDs and BDDs with complemented edges [4].) The algorithm uses a mapping \(\text{mcmap}\) between \(\{x_1, \ldots, x_n\}\) and the input nodes of the MC, i.e., \(\text{mcmap}(x_i)\) gives the MC input node labeled by \(x_i\). In the course of the algorithm \(\text{mcmap}\) is extended to newly introduced variables \(v\), here \(\text{mcmap}(x)\) gives the signal line in the MC corresponding to \(x\).

The algorithm now proceeds as follows (for illustration see also Figure 3):

**Input:** BDD \(B\) representing function \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) with input variables \(x_1, \ldots, x_n\).

**Output:** MC for \(f\).

1. (a) Compute all multiplexer nodes of BDD \(B\).

(b) If there is a true multiplexer node, choose \(v_{\text{mux}}\) as the true multiplexer node with most incoming edges. If there are only pseudo multiplexer nodes, choose \(v_{\text{mux}}\) as the pseudo multiplexer node with most incoming edges.

(c) Build the BDD \(BDD_v\) for a new intermediate variable \(c\).

(d) Replace \(v_{\text{mux}}\) and the corresponding sub-BDD in \(B\) by \(BDD_v\).

(e) A new multiplexer is introduced in the MC. If \(v_{\text{mux}}\) is labeled by variable \(x\), the select input of the multiplexer is connected to MC node \(\text{mcmap}(x)\). If the low son of \(v_{\text{mux}}\) is constant 0 (1), the 0-data-input of the multiplexer is connected to constant 0 (1) node of the MC. If the low son is the positive variable \(y\), the 0-data-input of the multiplexer is connected to \(\text{mcmap}(y)\) and if the low son is the negative variable \(z\), the 0-data-input of the multiplexer is connected to a new inverter, which itself is connected to \(\text{mcmap}(y)\). The 1-data-input is assigned in the same way.

2. Optimize the resulting BDD \(B\) by variable reordering.

3. Repeat steps 1 and 2 until the BDD consists only of one variable node.

Note that reordering can cause a change of the variable label of the next multiplexer node to be replaced. (Experiments using our algorithm for MC optimization show that this happens indeed.)

In each step of the algorithm the initial Boolean function \(f\) is represented by two parts: a BDD part and a MC part. Of course, we may interpret the BDD part as an MC. If we connect the select inputs of the multiplexers for BDD nodes labeled by variable \(x\) to \(\text{mcmap}(x)\), then we obtain an MC for \(f\).

The MC size achieved so far can be determined by the size of the already constructed MC part and the size of the remaining BDD.

\(^2\)The intuition behind this selection is that this multiplexer node is the “most important” for the computation of the BDD in some sense.
Optimizing the size of the remaining BDD corresponds to optimizing this preliminary size.

But we can also optimize the depth of the current MC circuit: Each variable of the BDD corresponds to a primary input variable or a multiplexer of the already constructed MC. This means that a circuit depth information can be assigned to each BDD variable. If we interpret the BDD part as an MC again, we can compute the current depth of the circuit. Changing the variable order of the BDD does also change the depth of the circuit.

To optimize size and depth of the resulting MC (step 2. of the algorithm) we use a variant of sifting [15], which we call delay sifting. (Ordinary) sifting is based on finding the locally optimal position of a variable assuming that all other variables remain fixed. To determine the optimal position of a variable in the variable order it is sifted to all possible positions and then, the position, where the resulting BDD size is minimized, is selected. The cost function during sifting is only the size of the resulting BDD. To take account of our two optimization goals (area and depth) we change the cost function of sifting: We use some combination of BDD size and depth of the overall circuit.

For each position of the variable we determine the new size \( \text{size}^{\text{new}} \) of the resulting BDD and the new depth of the overall circuit \( \text{depth}^{\text{new}} \). Then we choose the position for the variable where the expression

\[
\alpha \cdot \frac{\text{size}^{\text{new}}}{\text{size}^{\text{old}}} + (1 - \alpha) \cdot \frac{\text{depth}^{\text{new}}}{\text{depth}^{\text{old}}}
\]  

(1)

is minimized. \( \text{size}^{\text{old}} \) and \( \text{depth}^{\text{old}} \), respectively, mean the BDD size and depth of the overall circuit before moving the variable. \( \alpha \) is a number between 0 and 1 to influence the trade off between BDD sizes and depth.

If the already constructed part of the MC circuit gives depth information \( d_x \) for variable \( x \) at level \( i \), we say that \( x \) provides depth contribution \( d_x + i \). The depth of the overall circuit is estimated by the maximum depth contribution over all levels \( i \). This gives us only an approximation of the total depth, but the approach has the advantage that the depth estimation can adjusted locally during level exchange, such that asymptotic complexity of delay sifting remains the same as for original sifting.

Figure 4 gives an interesting example for our algorithm to optimize MCs. We consider the \texttt{exor} function with 8 inputs. Note that for this example in each step of the algorithm the function represented by the remaining BDD is totally symmetric, such that changing the position of a variable does not change the BDD size, i.e. in formula 1 only the second part concerning depth plays any role.

Starting from a BDD with linear depth our algorithm constructs step by step a MC for the same function. The resulting MC has logarithmic depth. The improvement on the depth is due to the fact that intermediate variables are as select inputs of multiplexers in our approach.

5 Experimental Results

In this section we present our results for PTL synthesis using the MC optimization algorithm of Section 4. For our experiments we use the implementation of [6] which is integrated in the six environment [17]. Buch et al. [6] transform a Boolean circuit into a so-called "decomposed BDD" to prevent a size explosion of a monolithic BDD approach. BDDs are constructed starting from the inputs. When a certain size or depth limit of the resulting BDD would be reached, an intermediate variable or cut point is introduced. The result is a set of clusters of the circuit, which are represented by BDDs depending on primary input variables or intermediate cut point variables. After that in [6] the BDDs for these clusters are mapped to PTL. A "PTL cell" is computed for each cluster. To cope with the quadratic delay of transistors in series buffers are inserted for the outputs of the PTL cells.

In this paper we replace the BDD based PTL mapping of [6] by an MC based mapping as described in Section 4. Of course our MC optimization approach can also be used as a post-processing step of other BDD based PTL synthesis tools like [10, 8] to optimize the PTL. A "PTL cell" is computed for each cluster. To cope with the quadratic delay of transistors in series buffers are inserted for the outputs of the PTL cells.

Since the clusters produced by [6] are very small (the depth of the BDDs is not larger than 3), we first enlarge the clusters to some extent to increase the optimization potential of the MC approach. We remove cut point variables by composition as long as the overall BDD size will not increase in this way. The orders of the BDDs for each cluster are optimized separately. Afterwards clusters with similar support set are transformed into the same variable order again, if this transformation improves the overall BDD size. Moreover all operations are carried out only if a maximum BDD size for a cluster is not exceeded (in our experiments we use a limit of 100). Since the sizes of PTL cells are larger now, we cannot do without buffer insertion within PTL cells to prevent too many unbuffered transistors in series. We insert a buffer (more precisely two inverters), when the longest chain of pass transistors exceeds a given limit (3 in our experiments). After that we perform a greedy inverter minimization similar to [24, 20].

\footnote{Clusters with same variable order can share BDD nodes}
We tried two different optimization strategies: optimization only for area (weight $\alpha = 1$, see Section 4) and optimization for a combination of area and depth with $\alpha = 0.3$. Our depth minimization makes use of depth information assigned to the already constructed MC part as described in Section 4. As already proposed in [6], we can additionally use also depth informations for the inputs of the cluster, which is presently optimized, since the clusters which compute these input signals are optimized before.

Table 1 shows our preliminary results for ISCAS89 benchmarks compared to the initial solution of the tool from [6]. Columns 2–4 show the results of the tool from [6], columns 5–8 the results of the area minimization and columns 9–12 the results of the combined area and depth minimization. Columns “mux/inv” give the numbers of multiplexers and inverters of the result, columns “area” give the active transistor area for a realization using only NMOS transistors (the size of an NMOS transistor is assumed to be 1.5$\mu \text{A} \times 1\mu \text{A}$) and columns “md” give the maximum number of multiplexers on a path from primary inputs to primary outputs. Both [6] and our tool use buffer insertion to force the maximum number of transistors in series to be 3. The experiments were performed on a SPARC Ultra 2. Columns “time” give CPU times in seconds to transform the BDDs into MCs both for the area minimization and the combined area and depth minimization.

The experiments prove that there is indeed a high optimization potential of MC minimization compared to BDD minimization:

Our area minimization is able to achieve considerable improvements on the multiplexer/inverter counts and thus also for transistor area in comparison to [6]. In all cases the transistor area is improved (up to 44.49% for C5315). On the average the multiplexer and inverter counts are improved by 28.5% and 30.7% respectively and the transistor area is improved by 29.8%. Interestingly already the area optimization is able to improve the depths of the PTL circuits in 9 out of 11 cases. The overall improvement is 12.8%.

As expected, the combined area and delay optimization needs slightly more area than our results for pure area minimization, but is still better than the results of [6]. (It remains an average area improvement of 23.0%.) The experiments show that we can really exploit an area/depth trade off by our parameter for delay sifting. In all cases the depth results of [6] are improved (up to 39.29% for C2670) while maintaining better area results. On the average the depth results of the area optimization are further improved by 23.4%, such that compared to [6] the depth could be improved by 33.2%.

As already mentioned, an inspection of the resulting MC circuits of our optimization algorithm shows, that they are substantially different from BDD realizations, since we get rid both of the ordering restriction and the restriction to MCs with only input variables as selector inputs of the multiplexers. Thus, we really obtained a general MC structure by using algorithms working on the (restricted) BDD structures.

6 Conclusions and Future Work

In this paper we presented for the first time an automatic PTL synthesis approach which is based on general Multiplexer Circuits rather than on BDDs. Our experiments show, that we are able to exploit the additional degrees of freedom both for area and delay optimization. These degrees of freedom arise from removing restrictions of BDDs, which are important for verification applications, but not for PTL synthesis.

We put our experiments on top of the results of [6], but it is obvious, that our MC optimization approach can also be used as a post-processing step of other BDD based PTL synthesis tools like [10, 8] to optimize the PTL cells originating from BDD representations.
Table 1: Comparison for PTL synthesis

As a future work we plan to incorporate don’t care conditions into our approach. Don’t cares can be used to minimize the BDD part during the MC computation using methods from [7, 18, 16].
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As a future work we plan to incorporate don’t care conditions into our approach. Don’t cares can be used to minimize the BDD part during the MC computation using methods from [7, 18, 16]. There are two types of don’t care information during MC computation for a cluster of the circuit: satisfiability and observability don’t cares which originate from the environment of the cluster and don’t cares which originate from the MC part of the cluster that is already computed.
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