Abstract

We present a method computing a minimum sized partition of the variables of an incompletely specified Boolean function into symmetric groups. The method can be used during minimization of ROBDDs of incompletely specified Boolean functions. We apply it as a preprocessing step of symmetric sifting presented by Panda [24] and Müller [20] and of techniques for ROBDD minimization of incompletely specified Boolean functions presented by Chang [6] and Shiple [28]. The technique is shown to be very effective: it improves ROBDD sizes of symmetric sifting by a factor of 51% and by a factor of 70% in combination with a slightly modified version of the technique of Chang and Shiple.

1 Introduction

Binary Decision Diagrams (BDDs) as a data structure for representation of Boolean functions were first introduced by Lee [17] and further popularized by Aho [1] and Moret [11]. In the restricted form of reduced ordered BDDs (ROBDDs) they gained widespread application because ROBDDs are a canonical representation and allow efficient manipulations [4]. Some fields of application are logic verification, test generation, fault simulation, and logic synthesis [18, 21]. Most of the algorithms using ROBDDs have running time polynomial in the size of the ROBDDs. The sizes depend on the variable order used.

The existing heuristic methods for finding good variable orders can be classified into two categories: initial heuristics which derive an order by inspection of a logic circuit [18, 11, 12] and dynamic reordering heuristics which try to improve on a given order [14, 25, 10, 2, 9]. Sifting introduced by Rudell [25] has emerged so far as the most successful algorithm for dynamic reordering of variables. This algorithm is based on finding the optimum position of a variable, assuming all other variables remain fixed. The position of a variable in the order is determined by moving the variable to all possible positions while keeping the other variables fixed. As already observed in [23], one limitation of sifting, however, is that it uses the absolute position of a variable as the primary objective and only considers the relative positions of groups of variables indirectly.

Recently, it has been shown in [20] and [24] that symmetry properties can be used to efficiently construct good variable orders for ROBDDs using modified gradual improvement heuristics. The crucial point is to locate the symmetric variables side by side and to treat them as a fixed block. This results in symmetric sifting which shifts symmetric groups simultaneously. Regular sifting usually puts symmetric variables together in the order, but the symmetric groups tend to be in sub-optimal positions. The sub-optimal solutions result from the fact that regular sifting is unable to recognize that the variables of a symmetric group have a strong attraction to each other and should be sifting together. When a variable of a symmetric group is sifting by regular sifting, it is likely to return to its initial position due to the attraction of the other variables of the group [23].

The papers mentioned above only handle completely specified functions. But in many applications (e.g., checking the equivalence of two finite state machines (FSMs) [7], minimizing the transition relation of an FSM or logic synthesis for FPGA realizations [16, 31, 27]) incompletely specified Boolean functions play an important role. In applications where ROBDD sizes have a large influence on the quality of the results (such as logic synthesis for FPGA realizations) there is a strong need for ROBDD minimization techniques for incompletely specified functions.

To the best of our knowledge, no variable ordering algorithm exploiting don't cares has been presented in literature. A couple of papers, e.g., [6] and [28] investigate the ROBDD minimization problem for incompletely specified Boolean functions. They start with a fixed variable order obtained by any ordering heuristics and greedily minimize the number of nodes at every level by assigning as few don't cares as possible to either the on-set or the off-set. The variable order remains fixed during this process. However, the resulting ROBDD sizes heavily depend on the variable order. Thus, there is a need to determine good variable orders in the case of incompletely specified functions, too.

*Symmetric sifting is very efficient but does not result in optimal orders in any case as proven in [20] and [29].
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As determining the symmetric groups before applying sifting has been proven to result in good variable orders for completely specified functions, it seems to be a good idea in the case of incompletely specified functions to first determine symmetric groups, then to apply symmetric sifting and techniques as those from [6, 28]. However, the symmetric groups of incompletely specified functions are not uniquely defined (see Section 3). Therefore we have the problem to compute good partitions into symmetric groups with respect to ROBDD minimization.

In [15] an algorithm is presented, which decides for an incompletely specified Boolean function (represented by a cube array), whether a given set λ of input variables forms a symmetric group or not. However, for our problem to partition the input variables into symmetric groups there remain two difficulties: first the question, how to find large candidate sets λ (of course, we cannot test for each subset of the variables whether it is a symmetric group) and secondly the question, how to combine symmetric groups to a partition of the input variables, such that the incompletely specified function is symmetric in each set of the partition at the same time (in Section 3 we will show that this cannot be done in a straightforward manner).

To the best of our knowledge, no technique has been developed so far that targets on computing minimal partitions into symmetric groups for incompletely specified functions.

The paper is structured as follows. In Section 2 we briefly review the definitions of symmetric groups of completely and incompletely specified Boolean functions. Section 3 studies the difficulties with symmetry of incompletely specified functions. To overcome these difficulties we introduce strong symmetry of incompletely specified functions in Section 4. We then concentrate on computing a minimum sized partition of the variables of incompletely specified functions into symmetric groups exploiting strong symmetries in Section 5. We adjust a greedy algorithm for node coloring to heuristically solve our problem. The paper closes with experimental results proving our method to be very effective. It improves ROBDD sizes of symmetric sifting by a factor of 53% and by a factor of 70% in combination with a slightly modified version of Chang’s technique [6].

2 Symmetric groups

In the following, let X be the set of variables \{x_1, \ldots, x_n\} of a Boolean function f and D some subset of \{0, 1\}^n.

2.1 Completely specified functions

In this section we will briefly review definitions and basic properties of symmetries of completely specified Boolean functions. We start with the definition of symmetry in two variables, in a set of variables, and in a partition of the set of input variables of a completely specified Boolean function.

Definition 1 A completely specified Boolean function \(f : \{0, 1\}^n \to \{0, 1\}\) is symmetric in a pair of input variables \((x_i, x_j)\) if and only if \(f(e_1, \ldots, e_i, \ldots, e_j, \ldots, e_n) = f(e_1, \ldots, e_i, \ldots, e_j, \ldots, e_n)\) holds for all \(\epsilon \in \{0, 1\}^n\). 

If \(f\) is symmetric in a subset \(\lambda\) of \(X\) iff \(f\) is symmetric in \(x_i\) and \(x_j\) \(\forall x_i, x_j \in \lambda\). \(f\) is symmetric in a partition \(P = \{\lambda_1, \ldots, \lambda_k\}\) of the set of input variables iff \(f\) is symmetric in \(\lambda_i\) \(\forall 1 \leq i \leq k\).

If \(f\) is symmetric in a subset \(\lambda\) of the set of input variables, then we say ‘the variables in \(\lambda\) form a symmetric group’.

It is well-known, that symmetry of a completely specified Boolean function \(f\) in pairs of input variables of \(f\) leads to an equivalence relation on \(X\). Thus, there is a unique minimal partition \(P\) of \(X\) (namely the set of the equivalence classes of this relation) such that \(f\) is symmetric in \(P\). The computation of a minimal partition \(P\) such that \(f\) is symmetric in \(P\) can be done by testing for symmetry in all pairs of input variables [19, 30].

2.2 Incompletely specified functions

The definition of symmetry of an incompletely specified Boolean function \(f\) is reduced to the definition of symmetry of completely specified extensions of \(f\). An extension of an incompletely specified Boolean function is defined as follows:

Definition 2 Let \(f : D \to \{0, 1\}\) \((D \subseteq \{0, 1\}^n)\) be an incompletely specified Boolean function. \(f' : D' \to \{0, 1\}\) \((D' \subseteq \{0, 1\}^n)\) is an extension of \(f\) iff \(D \subseteq D'\) and \(f'(\epsilon) = f(\epsilon)\) \(\forall \epsilon \in D\).

Definition 3 An incompletely specified Boolean function \(f : D \to \{0, 1\}\) is symmetric in a pair of input variables \((x_i, x_j)\) in a subset \(\lambda\) of \(X\) (in a partition \(P = \{\lambda_1, \ldots, \lambda_k\}\) of \(X\) iff there is a completely specified extension \(f'\) of \(f\), which is symmetric in \((x_i, x_j)\) (in \(\lambda\) in \(P\)).

3 Difficulties with symmetry of incompletely specified functions

In order to minimize the ROBDD size for an incompletely specified Boolean function \(f\), we are looking for a minimal partition (or for maximal variable sets) such that \(f\) is symmetric in this partition (or these sets). Unfortunately there are some difficulties in the computation of such partitions: First of all symmetry of \(f\) in two variables doesn’t form an equivalence relation on \(X\) in the case of incompletely specified Boolean functions (see [8] or [15]).

Since symmetry in pairs of variables doesn’t form an equivalence relation, it will be much more difficult to deduce symmetries in larger variable sets from symmetries in pairs of variables in the case of incompletely specified Boolean functions.

Even if \(f\) is symmetric in all pairs of variables \(x_i\) and \(x_j\) of a subset \(\lambda\) of the variable set of \(f\), \(f\) is not necessarily symmetric in \(\lambda\). This is illustrated by the following example:

Example 1 Consider \(f : D \to \{0, 1\}\), \(D \subseteq \{0, 1\}^4\).

\[
\begin{align*}
f(\epsilon) = \begin{cases} 
0 & \text{for } \epsilon = (0, 1, 0, 0), \\
1 & \text{for } \epsilon = (0, 1, 0, 1), \\
dc & \text{for } \epsilon = (1, 0, 0, 0), \\
0 & \text{for } \epsilon = (1, 0, 1, 0), \\
\end{cases}
\end{align*}
\]
It is easy to see, that $f$ is symmetric in all pairs of variables $x_i$ and $x_j$, $i, j \in \{1, 2, 3, 4\}$. The symmetry graph of $f$ is shown in Figure 1. It is a complete graph. For each completely specified extension $f'$ of $f$, which is symmetric in $(x_2, x_4)$, $f'(0, 1, 1, 0) = 0$ holds and for each completely specified extension $f''$ of $f$, which is symmetric in $(x_2, x_4)$, $f''(0, 1, 1, 0) = 1$ holds. Hence there is no completely specified extension of $f$ which is symmetric in $(x_1, x_2)$ and $(x_2, x_4)$ and therefore no extension which is symmetric in $(x_1, x_3, x_2, x_4)$.

Example 1 also points out another fact: If an incompletely specified Boolean function $f$ is symmetric in all variable sets $\lambda_i$ of a partition $P = \{\lambda_1, \ldots, \lambda_k\}$, it is not necessarily symmetric in $P$ (choose $P = \{\{x_1, x_3\}, \{x_2, x_4\}\}$ in the example).

4 Strong symmetry

The difficulties with the detection of large symmetry groups of incompletely specified functions result from the fact that symmetry in pairs of variables doesn't form an equivalence relation on the variable set $X$. If we change the definition of symmetry of incompletely specified functions as given in Definition 2, symmetry in pairs of variables provides an equivalence relation as in the case of completely specified functions:

**Definition 4 (Strong symmetry)** An incompletely specified Boolean function $f : D \to \{0, 1\}$ is called strongly symmetric in a pair of input variables $(x_i, x_j)$ iff $\forall (e_1, \ldots, e_n) \in \{0, 1\}^n$ either (a) or (b) holds.

(a) $(e_1, \ldots, e_i, \ldots, e_j, \ldots, e_n) \notin D$ and $(e_1, \ldots, e_j, \ldots, e_i, \ldots, e_n) \notin D$.

(b) $(e_1, \ldots, e_i, \ldots, e_j, \ldots, e_n) \in D$ and $(e_1, \ldots, e_j, \ldots, e_i, \ldots, e_n) \in D$ and $f(e_1, \ldots, e_i, \ldots, e_j, \ldots, e_n) = f(e_1, \ldots, e_j, \ldots, e_i, \ldots, e_n) = f(e_1, \ldots, e_n)$.

In contrast to the strong symmetry of incompletely specified functions the symmetry defined so far is called weak symmetry.

The following lemma holds for strong symmetry:

**Lemma 1** Strong symmetry in pairs of variables of an incompletely specified Boolean function $f : D \to \{0, 1\}$ forms an equivalence relation on the variable set $X$ of $f$.

Due to Lemma 1 there is a unique minimal partition $P$ of the set $X$ of input variables such that $f$ is strongly symmetric in $P$. As in the case of completely specified Boolean functions, $f$ is strongly symmetric in a subset $\lambda$ of $X$ iff $\forall x_i, x_j \in \lambda$ $f$ is strongly symmetric in $(x_i, x_j)$. $f$ is strongly symmetric in a partition $P = \{\lambda_1, \ldots, \lambda_k\}$ of $X$ iff $\forall i \leq k$ $f$ is strongly symmetric in $\lambda_i$.

Of course, if a function $f$ is weakly symmetric in a partition $P$, it needs not to be strongly symmetric in $P$, but it follows directly from Definition 3 that there is an extension of $f$ which is strongly symmetric in $P$.

5 Minimum sized partition of the variables of an incompletely specified function into symmetric groups

We have to solve the following problem MSP (Minimal Symmetry Partition):

| **Given:** | Incompletely specified function $f : D \to \{0, 1\}$, represented by ROBDDs for $f_{on}$ and $f_{off}$ |
| **Find:** | Partition $P$ of the set $X = \{x_1, \ldots, x_n\}$ such that |
| | • $f$ is symmetric in $P$ and |
| | • for any partition $P'$ of $X$ in which $f$ is symmetric, the inequation $|P| \leq |P'|$ holds. |

We can prove the following theorem [26]:

**Theorem 1** MSP is NP-hard.

To solve the problem heuristically, we use a heuristic for the problem ‘Partition into Cliques (PC)’ [13] for the symmetry graph $G_{sym}$ of $f$. However, the examples in Section 3 showed that $f$ is not symmetric in all partitions into cliques of $G_{sym}$. The heuristic has to be changed in order to guarantee that $f$ is symmetric in the resulting partition $P$.

The heuristic to solve the problem PC makes use of the following well-known lemma:

**Lemma 2** A graph $G = (V, E)$ can be partitioned into $k$ disjoint cliques iff $\bar{G} = (V, \bar{E})$ can be colored with $k$ colors. ($\bar{G}$ is the inverse graph of $G$, which has the same node set $V$ as $G$ and an edge $\{v, w\}$ between two nodes $v$ and $w$ iff there is no edge $\{v, w\}$ in $G$, i.e., $\bar{E} = \{\{v, w\}|\{v, w\} \notin E\}$.)

Thus, heuristics for node coloring can be directly used for the solution of partition into cliques. Nodes with the same color in $\bar{G}$ form an ‘independent set’ and thus a clique in $G$. Our implementation is based on the strongly connected components heuristics of a depth-first search [14, 21, 26] of the strongly connected components of $f$.

The following lemma holds for strong symmetry:

1 The symmetry graph $G_{sym} = (X, E)$ of a Boolean function $f : D \to \{0, 1\}$ is a undirected graph with node set $X$ (the set of input variables of $f$) and edges $\{x_i, x_j\} \in E$ iff $f$ is symmetric in $(x_i, x_j)$.
on Brélaz algorithm for node coloring [3] which has a running time of \( O(N) \) in an implementation of Morgenstern [22] (\( N \) is the number of nodes of the graph which has to be colored). It is a greedy algorithm, which colors node by node and doesn’t change the color of a node which is already colored. In the algorithm there are certain criteria to choose the next node to color and the color to use for it in a clever way [3, 22]. Figure 2 shows our heuristic for the problem MSP, which is derived from the Brélaz/Morgenstern heuristic for node coloring.

First of all the symmetry graph \( G_{sym}^f \) of \( f \) (or the inverse graph \( G_{sym}^f \)) is computed. The nodes of \( G_{sym}^f \) are the variables \( x_1, \ldots, x_n \). These nodes are colored in the algorithm. Nodes with the same color form a clique in \( G_{sym}^f \). Note that partition \( P \) (see line 3) has the property that it contains set \( \{x_j\} \) for any uncolored node \( x_j \) and that nodes with the same color are in the same set of \( P \), at any moment. The crucial point of the algorithm is that the invariant \( f \) is strongly symmetric in \( P \) of line 6 is always maintained.

Now let us take a look at the algorithm in more detail. At first glance, the set of all admissible colors for the next node \( x_j \) is the set of all colors between 1 and \( n \) except the colors of nodes which are adjacent to \( x_j \) in \( G_{sym}^f \). In the original Brélaz/Morgenstern algorithm the minimal color among these colors is chosen for \( x_j \) (\( curr\_color \) in lines 10, 11). However, since we have to guarantee that \( f \) is symmetric in the partition \( P \) which results from coloring, it is possible that we are not allowed to color \( x_j \) with \( curr\_color \). If there is already another node \( x_j \) which is colored by \( curr\_color \), then \( f \) has to be symmetric in the partition \( P' \) which results by union of \( \{x_j\} \) and \( \{x_j\}^3 \). If there is such a node \( x_j \), we have to test whether \( f \) is symmetric in \( \{x_j, x_j\} \) (line 14) (this test can have a negative result, since the don’t care set of \( f \) is reduced during the algorithm). If \( f \) is not symmetric in \( \{x_j, x_j\} \), \( curr\_color \) is removed from the set of color candidates for \( x_j \) (line 19) and the minimal color in the remaining set is chosen as the new color candidate (line 10). If the condition of line 14 is true, the new partition \( P \) results from the old partition \( P \) by union of \( \{x_j\} \) and \( \{x_j\} \) (line 16). Now \( f \) is symmetric in the new partition \( P \) (invariant (*) from line 17, see Lemma 3), and we can assign don’t cares of \( f \) such that \( f \) is strongly symmetric in \( P \) (line 18).

At the end we receive an extension of the original incompletely specified Boolean function which is strongly symmetric in the resulting partition \( P \).

To prove invariant (*) in line 17, we need the following lemma [26]:

**Lemma 3** Let \( f : D \rightarrow \{0, 1\} \) be strongly symmetric in \( P \), \( \{x_j\} \in P \) two subsets with \( |\{x_j\}| = 1 \), and let \( f \) be symmetric in \( \{x_j, x_j\} \), then \( f \) is symmetric in \( P' = P \setminus \{\{x_j\}, \{x_j\}\} \cup \{\{x_j\} \cup \{x_j\}\} \).

Note that the lemma cannot be proved if we replace ‘\( f \) strongly symmetric in \( P \)’ by ‘\( f \) (weakly) symmetric in \( P \)’ or if we don’t assume \( |\{x_j\}| = 1 \). However

---

1. If \( P = \{x_1, \ldots, x_k\} \) is a partition of \( \{x_1, \ldots, x_n\} \), then \( [x_j] \) denotes \( \lambda_x \) with \( x_j \in \lambda_x \).
the given conditions coincide exactly with the conditions existing in the algorithm. (Thus it is necessary to make \( f \) strongly symmetric in \( P \) in line 18 of the algorithm and to maintain the invariant \( f' \) is strongly symmetric in \( P' \) of line 6.)

Next we have to explain how \( f \) is made strongly symmetric in the partition \( P \) in line 18 of the algorithm. From the definition of symmetry of incompletely specified functions it is clear that it is possible to extend a function \( f \), which is (weakly) symmetric in a partition \( P \), to a function which is strongly symmetric in \( P' \). From the set of all extensions of \( f \) which are strongly symmetric in \( P \) we choose the extension with a maximum number of don’t cares. If \( f \) is (weakly) symmetric in a pair of variables \( (x_i, x_j) \), the extension \( f' \) of \( f \), which is strongly symmetric in \( P \) and \( P' \), has a maximum don’t care set among all extensions of \( f \) with that property, can be easily computed from the ROBDD representations of \( f_{on} \), \( f_{dc} \) and \( f_{off} \) by the procedure \text{make\_strongly\_symm} in Figure 3.

We can prove that a sequence of at most \( |\{x_i\}| \) calls of the procedure \text{make\_strongly\_symm} is enough to make \( f \) strongly symmetric in the partition \( P \) in line 18 of the algorithm.

6 Experimental results

We have carried out experiments to test the algorithms described above. To generate incompletely specified functions from completely specified functions, we used a method proposed in [6]: After collapsing each benchmark circuit to two level form, we randomly selected minterms in the on-set with a probability of 40% to be included into the don’t care set. The last three Boolean functions in Table 4 are partial multipliers \text{partmults}.

We performed three experiments: First of all, we applied symmetric sifting to the ROBDDs representing the on-set of each function. The results are shown in column 5 (sym\_sift) of Table 1. The entries are ROBDD sizes in terms of internal nodes.

In a second experiment, we applied our algorithm to minimize the number of symmetric groups followed by symmetric sifting. Column 6 (sym\_group) of Table 1 shows the results. \text{sym\_group} provides a partition \( P = \{\lambda_1, \ldots, \lambda_k\} \) and an extension \( f' \) of the original function \( f \), such that \( f' \) is strongly symmetric in \( P \). The variable order of the ROBDD representing \( f' \) is a ‘symmetric order’ [24, 20] with the variables in \( \lambda_i \) before the variables in \( \lambda_{i+1} \) (1 \( \leq i < k \)). On the average, we can improve the ROBDD size by 51%.

In a last experiment we started with the results of \text{sym\_group} and then went on with a slightly modified version of the technique of Chang [6] and Shiple [28]. This technique minimizes the number of nodes at every level of the ROBDD by an operation \text{remove}_w, assuming a few don’t care variables are eliminated. The maximization of don’t care variables is minimized. After the maximization of don’t care variables at a certain level of the ROBDD they use the remaining don’t cares to minimize the number of nodes at the next level. The cut line is moved from top to bottom in the ROBDD. Under certain conditions this method does preserve strong symmetry: Let \( f \) be an incompletely specified Boolean function which is strongly symmetric in \( P = \{\lambda_1, \ldots, \lambda_k\} \) and assume that the variable order of the ROBDD representing \( f \) is a ‘symmetric order’ with the variables in \( \lambda_i \) before the variables in \( \lambda_{i+1} \) (1 \( \leq i < k \)). If we restrict the operation \text{remove}_w presented in [6] to cut lines between symmetric groups, \( f \) doesn’t destroy the symmetric groups, we can perform symmetric sifting after the node minimization with the same symmetric groups as before. Column 7 (sym\_sifter) of Table 1 shows the resulting ROBDD sizes. On the average, this technique leads to an improvement of the ROBDD sizes by 70%.

A comparison to the results of the \text{restrict} operator [7] (applied to ROBDDs whose variable order was optimized by regular \text{sifting}) in column 4 of Table 1 shows that our ROBDD sizes are on the average 44% smaller.

7 Conclusions

In this paper we presented algorithms to minimize ROBDD sizes for incompletely specified Boolean functions based on the exploitation of strong symmetries. Incompletely specified Boolean functions which are represented by ROBDDs play an important role in many applications of CAD. Looking for extensions of such functions with small ROBDD representations can have a large effect on the quality of the results (e.g. in logic synthesis for FPGA realizations where there is a direct relationship between ROBDD sizes and the number of CLBs needed to realize the function). Experimental results prove our approach to be very effective.
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Table 1: Experimental results. The table shows the number of nodes in the ROBDDs of each function. Numbers in parenthesis show the CPU times (measured on a SPARCstation 20 (96 MByte RAM)).