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Abstract

One of the crucial problems multi�level logic synthe�
sis techniques for multi�output boolean functions f �
�f�� � � � � fm� � f�� �gn � f�� �gm have to deal with is �nding
sublogic which can be shared by di�erent outputs� i�e�� �nd�
ing boolean functions � � ���� � � � � �h� � f�� �g

p � f�� �gh

which can be used as common sublogic of good realizations
of f�� � � � � fm�

In this paper we present an e�cient robdd based imple�
mentation of this Common Decomposition Functions

Problem �cdf	� The key concept of our method is the
exploitation of 
equivalences
 of the functions f�� � � � � fm

which considerably reduces the running time of the tool�
Formally� cdf is de�ned as follows� Given m boolean

functions f�� � � � � fm � f�� �gn � f�� �g� and two natural
numbers p and h� �nd h boolean functions ��� � � � � �h �
f�� �gp � f�� �g such that �� � k � m there is a decom�
position of fk of the form

fk�x�� � � � � xn� � g�k�����x�� � � � � xp�� � � � � �h�x�� � � � � xp��

�
�k�
h���x�� � � � � xp�� � � � � �

�k�
rk �x�� � � � � xp�� xp��� � � � � xn�

using a minimal number rk of single�output boolean decom�
position functions�

� Introduction

The long term goal for logic synthesis is the automatic
transformation from a behavioral description of a boolean
function to near�optimal netlists� whether the goal is min�
imum delay� minimum area� or some combination	 Most
of the approaches attacking the multi�level logic synthesis
problem use gate count as optimization criterion	 A survey
can be found in 
��	 Alternatively� some recent papers 
���
��� �� ��� propose an approach di�erent from the one ad�
dressed above	 This approach to multi�level logic synthe�
sis which originates from Ashenhurst 
��� Curtis 
��� Hotz

��� and Karp 
��� is based on minimizing communication
complexity	 The methods used to reduce communication
complexity employ functional decomposition� i	e	� given a
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boolean function f � f�� �gn � f�� �g they are looking for
�multi�output� boolean functions �� �� and g� such that
f�x�� � � � � xn� � g���x�� � � � � xp�� ��xp��� � � � � xn�� holds for
all �x�� � � � � xn� � f�� �gn �see Figure ��	 If one

Figure �� Decomposition of a boolean function f �

f�� �gn � f�� �g

wants to apply functional decomposition recursively to
the decomposition functions � and �� a generalization to
multi�output boolean functions is required	 Of course�
the approaches of the papers above can also be applied
to multi�output boolean functions f � �f�� � � � � fm� �
f�� �gn � f�� �gm either by considering multi�output
boolean functions as single�output multi�value functions
f � � f�� �gn � f�� � � � � �m � �g de�ned by f ��x�� � � � � xn� �Pm

i��
fi�x�� � � � � xn� � �

i�� or by decomposing each single�
output boolean function fi independently of the other
single�output functions fj �j �� i� and only then testing
whether they use some identical decomposition functions
by chance	 The �rst method has the drawback that it de�
composes each single�output function fi with respect to the
same input partition which can result in poor realizations	
It does not take into consideration that there possibly exist
single�output boolean functions fi and fj such that there
does not exist one input partition good for both� fi and fj	
Furthermore� even in case that there is an input partition
good for every single�output function of f � it is unlikely



that there is a decomposition where function g has much
less inputs than f �if m is large enough�� i�e�� g is not much
easier to synthesize than f � The drawback of the second
method is clear� In the �nal analysis� it does not use the
potential of reusing subcircuits for di�erent outputs of f �

In �	
� the authors presented a multi�level synthesis
method for multi�output boolean functions based on com�
munication complexity which avoids both drawbacks� The
method can be divided into two steps� In the �rst step�
output partitioning is performed� i�e�� ff�� � � � � fmg is par�
titioned into disjoint sets Y�� � � � � Yu� Single�output func�
tions fi and fj of the same set Yk will be decomposed
with respect to the same input partition� The partition�
ing is executed such that for every Yk there is an input
partition which is near�optimal for every fi � Yk� In
the second step� the decomposition functions of the single�
output functions of each class Yk are constructed giving
special attention to generate these functions in such a way
that many of them can be used in the decomposition of
di�erent elements of Yk� Benchmarking results of circuits
taken from 	��	 MCNC benchmark set have shown the
technique to be e�ective with respect to layout size and
signal delay�

The paper in hand presents a much more e�cient ver�
sion of our algorithms from �	
�� During the computation
of common decomposition functions we e�ciently make
use of Reduced Ordered Binary Decision Diagrams

�robdd�� which are compact representations for many of
the boolean functions encountered in typical applications
���� In this paper we show that it is possible to carry out all
necessary steps based on robdds� In particular we show
that the computation of common decomposition functions

for the decomposition of several single�output functions�
which is the basis of step � of the technique above �	
�� can
be performed e�ciently based on robdds� �The crucial
point of this method is the exploitation of �equivalences�
of the functions f�� � � � � fm which results in the compu�
tation of connected components �in the graph�theoretical
sense���

Benchmarking results show the new method to be e��
cient with respect to layout size� signal delay and running

time�

We start by giving some basic de�nitions �section ��
and summarize the algorithm for computing common de�
composition functions �section ��� In section 
 we demon�
strate how to apply robdds to implement this algorithm�
Experimental results close the paper �section ���

� Basic de�nitions

A multi�output boolean function � with n inputs is rep�
resented as a set f��� � � � � �mg of boolean�valued output
functions� We denote the set of completely de�ned boolean
functions with n inputs and m outputs by Bn�m� Let Bn

be an abbreviation for Bn��� �i�����j �i � j� denotes the
tuple ��i� � � � � �j��

De�nition � A decomposition of a multi�output boolean
function f � Bn�m with respect to the input partition

fX��X�g �X��fx�� � � � � xpg�X��fxp��� � � � � xp�qg� p�q�
n� is a representation of f of the form

fk�x�� � � � � xn� � g
�k���

�k�
� �X��� � � � � �

�k�

r�
k

�X���

�
�k�
� �X��� � � � � �

�k�

s�
k

�X���

��k � f	� � � � �mg�� where �
�k�
i � Bp ��i�� �

�k�
j � Bq ��j��

and g�k� � Br�
k
�s�

k

� �
�k�
i and �

�k�
j are called decomposition

functions of fk� g
�k� is called composition function of fk��

With respect to a given input partition fX��X�g� a
single�output function fk can be represented as a �p � �q

matrix M�fk�� the decomposition matrix of fk or the chart
of fk with respect to fX��X�g� �For illustration see Figure
��� Each row and column of M�fk� is associated with a
distinct assignment of values to the inputs in X� and X��
respectively� such that fk�X��X�� � M�fk��X��X�� where
M�fk��X��X�� represents the element of M�fk� which lies
in the row associated with X� and the column associated
with X��

Note that ��
�k�
� � � � � � �

�k�

r�
k

� of de�nition 	 encodes the

rows of chart M�fk�� Of course� the following property
has to hold�

Encoding Property If the row pattern of row
�v�� � � � � vp� � f�� 	gp di�ers from the row pattern of row

�v��� � � � � v
�

p� � f�� 	gp� then ��
�k�
� � � � � � �

�k�

r�
k

� has to assign

di�erent codes to �v�� � � � � vp� and �v��� � � � � v
�

p�� �

The minimum number of communication wires required
between the subcircuit which encodes the rows of M�fk�

and the composition function g�k� is dlog p
�k�
� e where p

�k�
�

is the number of distinct row patterns in M�fk�� rk will

denote value dlog p
�k�
� e in the following� �

De�nition � A decomposition of fk � f�� 	gn � f�� 	g is

optimal �forX� with respect to a given input partition A �

fX��X�g� if it uses only rk �� dlog p
�k�
� e� decomposition

functions �
�k�
� � � � � � �

�k�
rk with domain X�� �

To compute decomposition functions �with domain X��
of a multi�output function f which are used by di�erent
single�output functions fk� we have to consider the follow�
ing problem which will be denoted by cdf� �cdf can be
posed for X� in an analogous manner��

Given� Let f�ff�� � � � � fmg�Bn�m be a multi�output
boolean function� A � fX��X�g with X� � fx�� � � � � xpg
and X��fxp��� � � � � xng be an input partition� and h be a

natural number with h � rk �� dlog p
�k�
� e� ��k��

Find� h single�output boolean functions ��� � � � � �h �
Bp� which can be used as decomposition functions of every

�Likewise� the minimum number sk of interconnections be�

tween ��k� and g�k� is dlog p
�k�
� e where p

�k�
� is the number of

distinct column patterns in M�fk��
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Figure �� Charts M�f�� and M�f�� of the multi�output

boolean function ff�� f�g which will be used to illustrate

the ideas of the paper� The input partition A is given by

�fx�� x�� x�g� fx�� � � � � xng�� Each chart obviously consists

of � rows� A row pattern is associated to each row� There

are three �four� di�erent row patterns in M�f�� �M�f���

denoted by the numbers �	 
	 and � �� to ��� Thus	 r� 

r�  
 holds�

single�output function fk for k  �� � � � �m such that there
is an optimal decomposition of fk of the form

fk�x�� � � � � xn�  g�k�����X��� � � � � �h�X���

�
�k�
h���X��� � � � � �

�k�
rk

�X���X���

�

Of course	 such h boolean functions need not to ex�
ist� We have proven the problem whether such functions
��� � � � � �h exist to be NP�complete� Nevertheless	 we have
to solve cdf� An algorithm which is applicable from the
practical point of view �as shown by the benchmarking
results� is presented in the next two sections�

� An algorithm for CDF

In the following	 let f  ff�� � � � � fmg�Bn�m be a multi�
output boolean function� Each single�output function fk
has to be decomposed with respect to the same given in�
put partition A  fX��X�g �computed during output par�
titioning �see ������ which will be �xed in the following�

��� Theoretical background
We start with a theoretical result working towards a

solution to cdf� It gives a condition necessary and suf�
�cient that h single�output functions ��� � � � � �h � Bp

are common decomposition functions of f�� � � � � fm� It
is a generalization of a lemma shown by Karp ��
�� For
this	 we need the following notations� The rows of chart
M�fk� induce a partition of f�� �gp into equivalence classes

K
�k�
� � � � � � K

�k�

p
�k�
�

such that v� v� � f�� �gp belong to the

same class K
�k�
j if and only if the two corresponding row

patterns of M�fk� are identical� We denote the corre�
sponding equivalence relation by �k and the set of the
equivalence classes fK

�k�
� � � � � �K

�k�

p
�k�
�

g by f�� �gp��k � Let

��k� � f�� �gp � f�� � � � � p
�k�
� g be the function which maps

v � f�� �gp to the index j of the class K
�k�
j to which it

belongs�

Continued example� �see Figure 
� f�� �g���� con�

sists of � elements	 namely K
���
�  f���� ���g	 K

���
� 

f���� ���� ���g	 and K
���
�  f���� ���� ���g� It follows

that ���������  ���������  �	 ���������  ��������� 
���������  
	 and ���������  ���������  ���������  ��

f�� �g���� consists of � classes	 namely K
���
�  f���� ���g	

K
���
�  f���� ���� ���g	 K

���
�  f���g	 and K

���
� 

f���� ���g� �

Furthermore	 for given �������h
y and all a�f�� �gh	 let

S
�k�
a be the set f��k��v�� �������h�v�  ag of those classes

which contain a row mapped to a by �������h� ��������h is
not able to tell these rows apart �see the Encoding Prop�

erty��� Note that S
�k�
a and S

�k�
a� need not to be disjoint

for a � a�	 and that the number j S
�k�
a j of elements of

S
�k�
a equals the number of distinct row patterns of M�fk�

mapped to a by �������h� Thus	 maxfj S
�k�
a j� a � f�� �ghg

denotes the �inability to distinguish� of �������h with respect

to fk� itd�A� fk� �������h� will denote value maxfjS
�k�
a j� a �

f�� �ghg in the following�

Continued example� Let h be equal 
� Assume
that ��v�� v�� v�� � f�� �g� ���v�� v�� v��  v� and

���v�� v�� v��  v�� It follows that S
���
��  f�� �g holds

because ���������  ���������  �� and ���������  �	
���������  �� Furthermore the following equalities hold�

S
���
��  f�� �g	 S

���
��  f
� �g	 and S

���
��  f
g� Thus the

inability to distinguish itd�A�f�� ����� of ���� with respect
to f� is equal to 
� �

Lemma � ��� � � � � �h � Bp are common decomposition
functions of f�� � � � � fm with respect to A such that there
is an optimal decomposition of fk of the form

fk�x�� � � � � xn�  g�k�����X��� � � � � �h�X���

�
�k�
h���X��� � � � � �

�k�
rk

�X���X��

��k � f�� � � � �mg� if and only if the inability to dis�
tinguish itd�A� fk� �������h� of �������h with respect to fk is
� 
rk�h ��k�� �

Proof� Since ��������h� �
�k�
h�������rk

� has to assign di�erent
values to rows of chart M�fk� with di�erent row patterns

�see the Encoding Property�	 �
�k�
h�������rk

has to assign dif�
ferent values to those rows which cannot be told apart by
�������h� As �

�k�
h�������rk

can produce at most 
rk�h di�erent
values	 the statement of the lemma follows�

��� The basic algorithm
cdf can be solved by computing �������h by a �simpli�ed�

branch and bound algorithm� The sets S
�k�
a 	 which de�

termine the inability to distinguish itd�A� fk� �������h� with
respect to fk	 are constructed step by step� In the initial�
ization phase	 �������h�v

�� is set to undef for all v� � f�� �gp	

yRemember that �������h denotes the tuple ���� � � � � �h��



and S
�k�
a� is set to the empty set for all a� and k� Each time

we enter the main loop �step � of the algorithm� see Figure
�� there is a v � f�� 	gp and a vector a � f�� 	gh such that
�������h�v

�� is de
ned for all v� with int�v�� � int�v��z and
there is no extension of the present function table with
�������h�v� � a� and int�a�� � int�a� which does not violate
the condition of lemma 	� In this step we test whether
the condition of lemma 	 is violated if �������h�v� is set to
a� If the condition is violated� we have to backtrack if
int�a� � h � 	� i�e�� a � �	� � � � � 	�� If int�a� � h � 	�
we enter the loop once again with a incremented by 	�
The sets S

�k�
a are updated in each step� �Thus� the num�

bers itd�A� fk� �������h� of lemma 	 are implicitely updated�
too�� For detailed information of the algorithm see the
pseudo code shown in Figure ��

Continued example� Assume h � 	� and remember that
r� � r� �  holds� The cdf algorithm above computes
�� � f�� 	g� � f�� 	g de
ned by ���v� � 	 �� v �
f�	�� �		� 			g as common decomposition function of f�
and f�� The inability to distinguish with respect to fk
�k � 	� � is equal to  as S

���
� � f	� �g� S

���
� � fg� and

S
���
� � f	� g� S

���
� � f�� �g�x �

� A ROBDD based implementation

Assume the function f � ff�� � � � � fmg �Bn�m we want
to decompose is given by m robdds bdd�� � � � � bddm and
that the ordering of the variables is given by �x�� � � � � xn�
�for illustration see Figure ��� Then� the following obser�
vations result in an e�cient implementation�

��� Some observations

The 
rst observation� already made in ��� 	��� is that
for all �v�� � � � � vp� � f�� 	g

p the row pattern belonging to
row �v�� � � � � vp� of M�fk� equals the function table of the
cofactor �fk�xv�

�
�����x

vp
p

�with x�i � xi and x�i � xi�� Thus

the problem of determining the number p
�k�
� of di�erent

row patterns of M�fk� is equivalent to the problem of
computing the number of di�erent cofactors �fk�xv�

�
�����x

vp
p
�

The robdd of the cofactor �fk�xv�
�

�����x
vp
p

is given by the

sub�bdd of bddk whose root is reached by starting at the
root of bddk and then following the path corresponding to
�v�� � � � � vp�� The roots of these cofactors are called linking

nodes �the shaded nodes in Figure ��� Since fk is given
by a robdd� the number of di�erent linking nodes of bddk
obviously equals the number of di�erent cofactors� The
computational complexity of determining the number of
di�erent linking nodes is at most linear in the size of bddk
since it can be determined by traversing bddk in a depth

rst search manner�

z int�y� denotes the natural number represented by the
boolean vector y

xBecause of itd�A�fk� ��� � �� there obviously exists a de�

composition function �
�k�
� � f��	g� � f��	g such that �v� v� �

f��	g� ����v�� �
�k�
� �v�� �� ����v

��� �
�k�
� �v��� if the row patterns

of chartM�fk� coresponding to v and v� are di
erent �k � 	����

	� Let S
�k�
a� � � ��	� k � m� a� � f�� 	gh��

�������h�v
�� � undef ��v��f�� 	gp��

v � ��� � � � � ���f�� 	gp� and
a � ��� � � � � ���f�� 	gh�

� Let �������h�v� � a� �� �������h��� � � � � �� � ��� � � � � �� ��

S
�k�
a � f��k��v�g ��k��

�� Increment v�

�� Let �������h�v� � a�

If ��k� jS
�k�
a 	 f��k��v�gj� rk�h

�� test whether the condition of lemma 	 is
not violated ��

then let S
�k�
a � S

�k�
a 	 f��k��v�g ��k��

Increment v�
Let a � ��� � � � � ���f�� 	gh�

else while �������h�v� �� �	� � � � � 	�
do let �������h�v� � undef �

Decrement v�

�S
�k�
�������h�v�

� S
�k�
�������h�v�

n f��k��v�g� �k�

od

a � �������h�v��
Increment a�
Let �������h�v� � undef �

�

�� If ��v�f�� 	gp� �������h�v� 
� undef
then return ��� � � � � �h�
else if v � ��� � � � � ��

then return �There is no solution�
else goto � �

�

Figure �� Pseudo code of the algorithm solving cdf� In

step  of the algorithm� we can set �������h��� � � � � �� �

��� � � � � �� without loss of generality because if there exist

h common decomposition functions then there also exist h

common decomposition functions with �������h��� � � � � �� �

��� � � � � ��� Furthermore� the operation S
�k�
�������h�v�

�

S
�k�
�������h�v�

n f��k��v�g in step � is somewhat more complex

than common set di�erence� the index ��k��v� is only re�

moved from S
�k�
�������h�v�

if there is no v� 
� v with int�v�� �

int�v�� �������h�v
�� � �������h�v�� and ��k��v�� � ��k��v��

The second observation is that encoding the linking
nodes of bddk with a code of length rk �which is the log�
arithm of the number of linking nodes of bddk� results in
an optimal decomposition of fk� �Of course this simple
approach does not lead to common decomposition func�
tions�� For 	 � i � rk the corresponding decomposition

function �
�k�
i is given by substituting the linking nodes of

bddk by the ith bits of the codewords belonging to the
linking nodes� The composition function g�k� is given by
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Figure �� Continued example� The robdds of f� and f��

The left �right� outgoing edge of node xi corresponds to

the case xi � � �xi � ���

substituting the part of bddk� which corresponds to the
variables x�� � � � � xp� by the corresponding code	tree� For
illustration see Figure 
�

A decomposition constructed in this way leads to de	
composition functions �

�k�
j of fk which assign the same

value to all those �v�� � � � � vp� � f�� �g
p for which the cor	

responding row patterns of M�fk� are identical� �Note

that till now the decomposition functions �
�k�
� � � � � � �

�k�
rk of

a single	output function fk are allowed to assign di�erent
values to rows with identical row patterns in the case that
the total number of di�erent row patterns is less than �rk ��

In order to use this simple method of constructing the
decomposition functions and composition functions� the
branch and bound algorithm above is modied so that only
equivalence preserving decomposition functions are consid	
ered� We will name the modied algorithm �robdd based
branch and bound algorithm��

De�nition � A decomposition function �i � Bp of a

boolean function fk�Bn is said to preserve equivalences if

�i�v� � �i�v
�� holds for every v� v��f�� �gp with v �k v���

Thus� common equivalence preserving decomposition
functions ��� � � � � �h of f�� � � � � fm have to assign the same
value to v and v� � f�� �gp whenever there is a k �
f�� � � � �mg such that the rows of M�fk� corresponding to
v and v� have identical row patterns� More formally� let

v � v�
def
�� ���� k�m� v �k v��

then the corresponding equivalence relation partitions the
rows� i�e� f�� �gp� into equivalence classes E�� � � � � El such
that common equivalence preserving decomposition func	
tions have to assign the same value to each v�Ei� We will
denote the set of these equivalence classes by f�� �gp���

Continued example� Figure � illustrates the denition of
this equivalence relation� Consider a graph whose vertices
are the � rows ���� � � � � ���� �Note that this graph will not
be constructed by the algorithm presented in subsection
������� There is an edge between two rows v and v� if the

corresponding row patterns in M�f�� or M�f�� are identi	
cal� i�e�� if v �� v

� or v �� v
�� �Edges resulting from f� are

drawn in bold�� This results in a graph whose connected
components determine the equivalence classes Ei� There
are two classes� namely E� � f���� ���� ���� ���� ���g and
E� � f���� ���� ���g� E� is marked by shaded nodes� �

011 101

111001

110010

100

000

Figure �� Continued example� Illustration of the deni	

tion of the equivalence classes Ei�

Thus� the robdd based branch and bound algorithm as	
signs values to the subsets E�� � � � � El� Because l mostly is
much smaller than �p� this approach considerably reduces
the running time compared to the original branch and
bound algorithm �see subsection ����� �The benchmarking
results will also show that this reduction of the running
time can be achieved without reducing the quality of the
circuits constructed�� During the robdd based branch and
bound algorithm� every time a value a�f�� �gh is assigned

to an equivalence class Ei by �������h� the sets S
�k�
a ��k��

which contain the di�erent row patterns ofM�fk� mapped

to a by �������h� have to be updated by S
�k�
a � S

�k�
a 	SET

�k�
i �

SET
�k�
i denotes the set fj� K

�k�
j 
 Eig� i�e�� the set which

consists of the indices �with respect to ��k�� of the di�erent
row patterns of M�fk� belonging to Ei� Note that the sets

SET
�k�
i and SET

�k�
j are disjoint if i �� j�

Continued example� SET
���
� � f�� �g� SET

���
� � f�g�

SET
���
� � f�� �g� and SET

���
� � f�� �g� �

Of course� the robdd based branch and bound algo	
rithm requires a preprocessing and postprocessing phase
described in the following�

��� Preprocessing steps

In the rst preprocessing step we have to e�ciently de	
termine the minimum number rk of decomposition func	
tions required for a decomposition of fk ��k�� In the second
preprocessing step we construct robdds representing the
equivalence classes K

�k�
j � f�� �gp��k � Then� we deter	

mine the robdds of the equivalence classes f�� �gp�� cor	
responding to ff�� � � � � fmg and thus also the corresponding

sets SET
�k�
i the algorithm requires�
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Figure �� Continued example� Optimal decomposition of f� by encoding the �rst linking node by ��� the second by ���

the third by �� and the fourth by ��� �To make things clear the obdds shown are not reduced��

Note that all these computation steps have to be done
without constructing the charts M�fk�� Since we have al	
ready explained in section 
�� how to e�ciently determine
the minimum number rk of decomposition functions re	
quired for a decomposition of a function fk� it remains to
show how to e�ciently compute the equivalence classes�

����� Computation of the equivalence classes

with respect to �k

As already mentioned� identical row patterns of M�fk�
correspond to the same linking node of bddk� Thus every
equivalence class K

�k�
j is associated to exactly one linking

node n
�k�
j and vice versa� K

�k�
j is given by the set of the

paths from the root of bddk to linking node n
�k�
j � Thus�

substituting the sub	bdd of bddk with root n
�k�
j by constant

� and connecting every edge which leaves the cone of n
�k�
j

to constant � results in a robdd� whose ON	set is given by
K

�k�
j � We call this robdd bdd

�k�
j � The cone of node n

�k�
j

is de�ned to be the set of those nodes x of bddk such that
there is a path from x to n

�k�
j � For illustration see Figure

��

����� Computation of the equivalence classes

with respect to �

We implicitely construct a graph G  �V�E� where the set

V of vertices is given by the robdds bdd
�k�
j representing the

equivalence classes K
�k�
j � At the end� there is an undirected

edge fbdd
�k��
j�

� bdd
�k��
j�

g if and only if bdd
�k��
j�

� bdd
�k��
j�

� ��
i�e�� i� their ON	sets are not disjoint �see Figure ��� Ob	
viously� there is a one	to	one relation between the set of
the connected components �in the graph	theoretical sense�
of G and the set of the equivalence classes f�� �gp�

�
� For

every class Ei� there is a connected component CCi of G
such that the logical	or of the robdds bdd

�k�
j �for any �xed

k� corresponding to vertices of CCi results in a represen	
tation of Ei and vice versa�

Continued example� E� is represented by the robdd

bdd
���
� � bdd

���
� which is the same robdd as bdd

���
� � bdd

���
� �

E� is represented by bdd
���
� which is the same robdd as

bdd
���
� � bdd

���
� � �

bdd
1
(1)

bdd
2
(1)

bdd
3
(1)

bdd
1
(2)

bdd2
(2)

bdd
3
(2)

bdd
4
(2)

Figure �� Continued example� Computation of the equiv	

alence classes f�� �gp�
�
� The connected components of

graph G represent the classes Ei�

Note that the algorithm described below does not have
to test each pair of robdds bdd

�k��
j�

� bdd
�k��
j�

whether their
ON	sets are disjoint� Virtually� it performs depth �rst
search on graph G� In each step we compute a connected
component which contains a node bdd

���
z not yet touched

by calling procedure search�bdd
���
z � ��� This procedure re	

cursively constructs robdds cc���� � � � � cc�m�� At each mo	
ment cc�k� equals the robdd representing the logical	or of
all the nodes bdd

�k�
j of the present connected component

which have already been touched� At the end of procedure
call search�bdd

���
z � ��� the equation cc���  � � �  cc�m�

holds� and cc��� represents the connected component com	
puted� The exact implementation of search is shown in
Figure �� Note that� if the robdd notcovered is non	
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Figure �� Continued example� Illustration of how to e�ciently compute the equivalence classes f�� �gp��k � �Note that

the obdds shown still have to be reduced��

procedure search �bdd b� int k�

mark b as touched�

cc�k� � cc�k� � b	 �
 logical�or of two robdds 
�
for j � � to m do

if j �� k then

notcovered � b � cc�j�	 �
 logical�and 
�
while notcovered �� � do

let v be element of ON�notcovered��

let bdd
�j�
u be the robdd

with v�ON�bdd
�j�
u ��

call search�bdd
�j�
u � j�	

notcovered � b � cc�j�	 �
 logical�and 
�
od�

fi�

od�

Figure �� Pseudo code of the algorithm computing the

equivalence classes f�� �gp��

empty during a step� there is a row v belonging to the
present connected component which is not in the ON�set
of cc�j� yet� so that the robdd bdd

�j�
u which describes the

set of the rows which have identical row patterns as v in
M�fj� has to be joined to cc�j��

Procedure search is called exactly once for every node
of G� During the execution of the body of procedure
search�b� k� �without the recursive calls� there are one ap�

ply operation �see �� ��� performing the logical�or of two
robdds and at most m � � � degree�b� apply operations
performing logical�and of two robdds� where degree�b� de�
notes the degree of vertex b with respect to G� This results
in a number of apply operations which is linear in the size
of G as m� � � degree�b� holds� The running time of the
remaining operations is linear in the size of the relevant
robdd�

��� Postprocessing steps
After the execution of the preprocessing steps� the

robdd based branch and bound algorithm encodes the
equivalence classes as already described�

����� Computation of the ROBDDs of the de�

composition functions

Assume that a single�output function �i has been found
by the robdd based algorithm which can be used as de�
composition function of fk� Note that the algorithm does
not explicitly assign values to every v� f�� �gp but only to
the equivalence classes f�� �gp��� As the robdd of these
equivalence classes are known� we only have to connect by
logical�or those robdds whose corresponding equivalence
classes are mapped to value � by �i in order to obtain the
robdd representing �i�

Continued example� Assume h � �� The robdd based
branch and bound algorithm constructs �� � f�� �g� 	
f�� �g de�ned by ���E�� � � and ���E�� � � as common
decomposition function of f� and f�� Thus the robdd of ��

is given by the robdd specifying E�� and equals function
�
���
� of Figure �� �



����� Computation of the ROBDDs of the

composition functions

Once that rk boolean valued functions �
�k�
� � � � � � �

�k�
rk which

can be used to decompose function fk are determined� we
have to compute the robdd of the corresponding composi�
tion function g�k�� This is done as �informally� described in
section ��� �second observation�� For illustration see Fig�
ure 	 once again� The robdd of g�k� can be constructed
using the linking nodes n

�k�
j and combining these cofac�

tors through the codetree with if�then�else�operations of
the robdd�package 
���

� Benchmarking results

We have synthesized several examples of the ��
MCNC multi�level logic benchmark set in order to com�
pare factor� factorII 
��� ���� which are communication
based multi�level synthesis tools developed at PennState
University� and misII 
	�� sis ��� 
��� to our tool which uses
the cdf algorithm described above as basis�� We will call
the robdd based implementation of our tool mulopII� The
former implementation working on charts will be called
mulop�

As running time considerations motivate this paper� we
compared the running times of our robdd based imple�
mentation mulopII to those of our former version mulop�
Table � shows gate countsy and running times for some
of the MCNC multi�level logic benchmark circuits� The
running times are measured on a SPARCstation �����
��� MByte RAM�� The experiments show that the robdd
based implementation is much faster than the former ver�
sion� For these examples mulop has running times up to
about 	� CPU minutes while the running time of mulopII

is at most a few seconds� In particular� these experiments
prove our synthesis tool to be applicable in terms of run�
ning time� Although the running times of mulopII are
much smaller than those of our former version mulop� in
almost all cases the numbers of gates of the computed cir�
cuits are not larger�

We compared mulopII to factor� factorII�We ran the ex�
periments with the technology mapping used in 
���� Since
the quality of the layouts synthesized by factorII approx�
imately equals the quality of the layouts synthesized by
factor �see 
����� Table � only reports the results of the
comparison of mulopII and factorII� �The results concern�
ing factorII are those which are published in 
����� Com�
pared to factorII� our approach generates realizations with
a smaller �or equal� number of gates for almost all cir�
cuits� As layout considerations motivate the approach of
minimizing communication complexity� we compared lay�
out sizes in the following� A comparison to factorII with
respect to layout size was not possible because factorII and

�The �maximal� value of parameter h of cdf is determined
by logarithmic search� More details of how the cdf algorithm
is integrated in the tool can be found in �����

yThe library consists of the ��input gates from
stdcell� ��genlib available in octtools�

Number of No� of gates
Circuit inputs outputs factorII mulopII ratio
�symm� � � �� �� ����
cm�	
a � 
 �� �� ����
cm���a �� � 	� �� ���	
cm���a �� � 
� �� ����
cm��	a �� � �� 	� ��	�
cm
�a � 	 �
 �� ����
cmb �� � 		 	� ����
decod � �� 	� 	� ����
f��m 
 
 ��� �� ���

x� �� � �� �� ����
z�m� � � �� �� ����

Table � Comparison between our tool mulopII and fac�

torII with respect to the number of gates used� The tech�

nology �le used is taken from the paper of Hwang et al�

Note that it is di�erent from the technology �le in the

other comparisons�

the layout tool used in the paper of Hwang et al� was not
at our disposal� We used the standard cell place and route
package wolfewhich is integrated in octtools� Table 	 shows
the comparison between mulopII�misII and sis ���with re�
spect to layout size� The technology library used consists
of the set of the ��input gates�z For almost two thirds of
the benchmark set� our approach dominates �or is as good
as� that of misII and sis with respect to layout size� The
signal delays of our realizations for more than two thirds of
the circuits considered are better �or equal� than those of
the realizations synthesized by misII and sis� However� on
the other hand the results con�rm the observation already
made in ���� ��� that some circuits� e�g�� cm���a� are not
suited for being decomposed with respect to disjoint in�
put partitions� The most dramatic improvement has been
obtained for circuit �symm� which is a symmetric func�
tion� This con�rms the approach of searching equivalence
preserving decomposition functions� x

� Conclusion

We have presented a robdd based technique of com�
puting common decomposition functions of multi�output
boolean functions� This algorithm has been integrated in
our multi�level synthesis tool which has been presented in
���� where more details of how the cdf algorithm is inte�
grated can be found� The benchmarking results show that
most of the circuits constructed by our synthesis tool are
very e�cient� They also prove it to be applicable in terms
of running time�

zFor the technology 	le itself see stdcell� ��genlib available
in octtools�

xLet f 
 f���gm � f���gn be a boolean function which is
symmetric in some variables� Then� each equivalence preserving
decomposition function of f is symmetric in these variables� too�



No� of gates Running time

Circuit mulop mulopII ratio mulop mulopII ratio
�symm� �� �� ���� ���� sec ��	
 sec ����
C�� � � ���� ��
	 sec ���� sec 	��

cm�
�a 	� �� ���� ���� sec ���� sec ����
cm���a �� �� ���� ���� sec ���� sec 
��	
cm��	a 
� 	� ��	� 	��� sec ���� sec ��
�
cm��	a �� �� ���� 
����� sec 
�
	 sec �����	
cm��
a 
� 
� ���	 	�	
�
� sec 	�
� sec �	�
���
cm�	a �
 �
 ���� ��
� sec ��	� sec ����
cm��a �	 �	 ���� ���� sec 
��
 sec 	���
cmb 	� 	� ���
 ��
���
 sec 	��	 sec �	���	
decod 
� 	� ���� 	���� sec 	��� sec ���	�
f��m �� �� ���� 
��� sec ���
 sec ����
majority � � ���� ���� sec ���� sec ����
parity �� �� ���� ������ sec ��
� sec �����
z�m� 	� 	� ���� ���� sec ���� sec ����

Table � Comparison between the �prototype� robdd based implementation of our synthesis tool mulopII and the former

version mulop working on decomposition charts� The technology �le consists of the 	�input gates from stdcell� ��genlib

available in octtools�

Layout size ratio Signal delay ratio
Circuit misII sis mulopII misII sis misII sis mulopII misII sis

�symm� ����	� ����

� 	����� ���� ���
 	��� 	��� �
�� ���� 	��

C�� 	���� 	���� 
���� ���� ���� ��	 ��	 ��	 ���� ����
cm�
�a ����	� ��
��� ����� ���� ���� ��� ��� ��� ���� ����
cm���a ��	�	� ��
�	 �����	 ���� ���� �	�� �	�� ���� ���� ����
cm��	a ��
�� ���
� ������ ���� ���� ���� ���� �
�	 ���� ����
cm��	a ����
� �
���� ��	��� ���� ���� �
�� �	�� �
�	 ���� ����
cm��
a ��
	�	 ������ ������ ���
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�� ���� ���� ��	�
cm�	a �
��� ����� ����� ��
� ��	� ��	 ��	 ��� ���� ���

cm��a ������ ������ ������ ���� ���	 ���	 ���	 ���� ���
 ���

cmb ������ 	����	 �	
��� ���� ���� ���� ��� ��� 	��� ��
�
decod �

��� ������ ������ ���	 ���� ��	 ��	 ��� ��	� ��	�
f��m �
���� ������ 	��
�	 	��
 	�	
 ���� ���� ���� 	��� 	���
majority �		�� �		�� 
���� ���� ���� ��� ��� ��� ���� ����
parity ����� ����� ����� ���� ���
 ��	 ��� ��� ��	� ����
z�m� ������ ���	�� ��
��� ���� ���� ���� ���	 ��� ���� ����P

	��	K 
		�K ��
�K ���� ���� 	���� ����	 ����� ���� ��
�

Table � Comparison between mulopII� misII� and sis��� with respect to layout size� and signal delay�
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